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PART I , _
A - . INTRODUCTION L ' f o -

<

One of the most pervasive-and basic characteristics of the BRI |
world we live in is change. Current times are characterized by rates
‘of change unprecedented in recorded history. Everytliing is changing,

. faster d faster all the time. Electronic devices are getting
smaller and smalier, the population is growing larger and larger,,and
probl ' of all kinds are becoming mare and more complex.

Many of these changes are reflective of a.basic shift in the
kinds of processes engaged in by peOple 1living in many parts of" the
world -- 4 shift in communication style. This shift is fed by the .
continued development and advancement of new communication technologies,

Thus, easy access to relatively inexpensive telephone equipment in~

. -

creases the amount of communication between distant areas, in much the
‘ , Same way railroads, and later airplanes, incxeased the amount of com-
. | munication by making rapid.mail service possible..
o ) :Recent research (Parker 1975) suggests that we are becoming
an information society,fwhere the primary commodity that is processed
is. information, rather than the industrial matter “and energy that
-L characterized the pre-informatiOn society.. .
- . Not only is there more communication, but also‘is there v
. faster communication. Where it used fo take weeks to get a. letter
from Sam Francisco to-New York it .is now possible for most of the
world to watch men walking on the sur;ace of the moon, with a delay-
dictated -only by the speed 6f light. - .
As educational levels rise and political barriers drop, more
and more people gain the ability to interact in the context of the ~
emetging vorld society. Where in the past, local and natidémal societies
. . were forced to be fndependentuof one another by a lack of communication
' facilities, they are now tied together into what is fast becoming a-
@ ' sin tegrated network of interdependent units, where the boundaries
are becoming more and more mere political or economic considerations,

1nstead of natural geographical or racial barfiers. M|
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What is the result of this increased interdependence? Gerard
(l968 p.: 53) says that "the more the members of the class i@}eract
rather than coexist the more does the superordinate group become a

" true individual rather than a collection of ordinate individuals,"
Instead of a world: df—separate, independent nations, we are m¢ving in

the direction of a single world society, composed of smaller interactlng

national or regional groups.

-

- This shift is not evident only on a global scale. The ten-
dency in the American economic system has ‘been to move away from
mechanical processes and toward information processes. We are becoming
more and gore reliant on information, asSthe total volume of informa-
tion exchanged in a given unit of time is growing rapidly as communica-
One implication of this

growth is a greater interdependence among the segments of the political-

tion and information technologies advance.
economic system. Cases where the effects of an apparently local change
reverberate through the entire gystem are being seen with increasing
regularity. It is‘JLvious that the additdion’ of more commuhication

.links is changing the fundamental natutre of the system,

-

. The nature of this chdnge is becoming a legitimate topic for -
study from a number of viewpoints, as moré and more problems are being

recognized as system prob&ems which can only be understood in the con-
text of - the l;:gfr system. This new viewpoint has been effective in
a 1arge numbe £ tradf"ional fields -- economics, environmental studies,

a2 o

transportation, and education, to name a few., In 'spite of the vast

differences in théir topic areas, there seems to be a growing concensus
that researchers and theoreticians feel a need to understand the
general properties of -complex systems. . .

dThis need. ig being translated The

creasing reguiarity-at professional

into research. "systems

approach" is a phrase.heard with
meetings and seen more and more- in.journals and, recently, .textbooks.

Lol

_An unmistakable sign of the arrival of the systems’ approach is its
occurrence in popular fiction. There is even a novel about’self-repro-
ducdpg man-nade systems, with a title that suggests one of the potential

Tk

dangers of uncontrolled\complex systems —-- Mechasm (Sladek, 1968).

’
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There have been many papers with the phrases "A Systems
Analysis of" or "A Systems Approach to" in their title. There is a
large body of literature made of uses or applications of systems
thinking. There is also a bgd& of writing about the systems approacﬁ

in general, thepretical terms. There is much'less, however, in the

| way of systems methodologies. This dissertation presents an attempt

to bridge the gap from systems theory to systems reseax’h. The bridge
takes the form of a research approach -- a methodology, a guiding
péradigm thag struciures and leads the research endeavor.

| The dissertation is divided into four parts. The first re-
‘views prior conceptual and operational approaches to the problems. A
new ‘conceptualization is developed #n the second part, and Q new.
operational method is presented in the third. There are two chapters
in tl;e fourth part. In the first we present an.example of the new

. method of analysig. In the second the new method is examined for

‘;ts potential to aid in the advancement of theory and the guidance
of research in the general area. 4

o
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CHAPTER ONE o
THE MECHANISTIC AND ORGANISMIC MODELS OF REALITY

¢

"Thus the classical picture 'works' where it is ~ (¥ _

applicable. And because of its success it has a . - .

. ~ terrible seductive power over the human mind." .
’ (Rapoport and Horvath, 1968, p. 72)- .

\

" ... is not the understanding of any complexity

to be gained by analyzing it further and further -
] *into.its constituent parts?" (Rapoport and Horvath, ’ '

1968, p. 72) - ‘ . “ g X

<

+ "A1l the king's horses and all the kigg's men
& couldn't put Humpty together again.”  (Mother )
Goose) N N

) Until only recently man's approaches to the study of man have
been based upon two major conceptual models -- the mechanism (the
mechanical device which obeys the laws of physics) and the organism
- (the living, growing, evolving plan{ or animal) Buckley notes that s
-"sociological theory has Been living for some time off the intellectualyl ‘
capital of previous centuries" (1967, p. 1). He goes on to suggest
that this dependence on the traditional conceptual structures is t«the t-
basis for the "sizeable ghorus of critiEs and skeptics' of the great ~
bulk of empirical research conducted in the last decades. The diffi-
’ " culty, he says, "lies in the faet that currerit dominant theory is built
on mechanical and organic (more exactly,‘Otganismic) systems models
laid down during previous centuries" and .which are quite indppropriate
' in dealing wigh the kinds of, systéms we are interested in (1967, p. 1).
Deu sch (1968) argues that the use of these models in attempt-~
ing to urderst 9 sqcial situatlons was consistent with advauces in the
. physical and natural sciences, where these models.were‘yety successful.

~ According to’ Monge: ., X '

N v
.y -
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The breakthrough by ‘the®natural sciences in developing '
viable conceptualizations inspired social scientists
to adopt models based on the matural science conceptu- .
alizations of - the world, all of which was done in hopes ¢
of achieving similar success in-explaining human “be- '
havior; . -thus, physical and biological science success <o .
bred- social science imitation. Unfortunately, the

" hoped-fot success has never been realized; social ‘and
communication science are still without a viable
model of human bekavior (1973, p. 7).

gk - oo~ .
of course. there have been ' many models proposed for the communication
. process since the seventeenth and nineteenth centuries when the
mechanistic and organismic models were first applied to the study of
man. ' These include the Lasswell model of "Who says What in Which
Channel to Whom with What Effect" (1948); and the Shannon and Weaver
model of 1949, as adapteqd by Berlo in his SMCR model (1960), which \
focused on- the source, message, channel, and receiver (in parallel to,
Lasswell's model). McCroskey (1968) added a feedback loop, and Dance
(1967) , drew the model a$ a helix instead of a circle, to suggest the
passage of time. . L . ,

Monge suggests that a review of other models, such as spe.f BN
Westley—MacLean (1957) conceptual model, the Becker (1968) - mqgaic
model and' the “Barnlund (1970) transactional model, among others, would

be e oo - ,.~ _ . ‘ )

) . -~ . ‘e N 2
. fruitless, for despite their proliferationm,
virtually all contemporary theories of communication
lack the. sophistication necessary to be classified ° ’
as even mechanistic or organismic, much less as, ’
systems models. Rather, they tend- to be pictoridl
or verbal descriptions of & poorly conceptualized . .
vaguely defined phenomenon (1973, p. 10). ) . ‘

, o ' . )

If we examine the literature of the social sciences, we
would sge that the vast bulk of the research that has been done Mas-
centéred around the individual. In the relatively much smaller volume T
of literature that is concerned with social systems (which may be as ' v
small asa simﬁle Gbo-person dyad or as large as 4n entire civilization), =~ .

o

.
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the’ mechanical and organismic models of reality are Basic to most of
the research that has been done. - s Lot

i 'I'his is not to say that rqsearchers consciously used gnechani-
cal or organismic analogies as, for example, Woelfel (l970) did in his
"Theory of Qinear Force Aggregation," where meéssages and the self-
concept are related by Newton's .Second Law which~equates~force with the :
product of mass and acteleration. Rather,’social scientists incorpo-
rated into theiﬁ thinking at a very basic level certain fundamental '
assumptions concerning ithe way things are consistent with those upon
which the. techanistic and organismic models were based. It is thus the

use of these basic assumptions Epat identifies the later research as

fundamentally mechanistic or organismic. Both of these basic approaches *
are severely limiting in that: - , A ‘

- (1) They Mestrict the kinds of situations or phenomena that
can be identified and utilized in-scientific explanation,
. bécause they fail to consider adequately the complexities -
‘'of the processes of observation and description.
They restrlct éhe kinds of logical "moves" that can be -
made in going/from raw data to final interpretive‘i}ate- =
ment, because :they fail to .recognize the. relation o
data and descriptions to the reality being studied.

: L. i
"They thus restrict the kinds 6f, theory that can be put
forth, both because of the expressive difficulties men-
tioned in (1) and because of the strategic, logical diffi-
cultfies mentioned in (2). Furthermore, the simplistic
nature of these approaches practically guarantees a
parallel simplicity in theory building, as' the ‘basic’
models contain no hints of the kinds of complexity that
can e seen in hierarchigal Information processing
systems, and thus do not suggest how these systems
shopld be approached.

-

.Let us rg:iew the two basic models and see how they lead to
the difficulties.m

tioned above.

i
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. THE MECHANSTIC- MODEL--AND.THE CLAsschL ANALYTIC MODEL
Within the current dominant paradigm, scientific assertions

take the form of "if g0 ... then so" statements, which are usually
interpreted as assertions of causality. Indeed,\ﬁthe prediction para-
digm of science interprets all scientific assertioﬁs as assertions of
_valid causality relations" (Rapoport, 1968, p. xiii)v\ Mathematical
physics, a. particularly’ %uccessful and highly developed branch of
natural science, uses a more powerful type ‘6f a sertion than the causa-
lity statement -~ the equation -~ in 1:3149864;511035 of dynamic rela-
tionships between. entitiés across time. In the mathematical language
of systems of equations, a single statement will embody an infinity of
"if so ... then so" statements, as it is expressed in continuous,
rather than\discrete, terms. In addition, in tfé language oif‘matne-.-
matics, it is possible to efficiently deal with situations where there
are complex and even recursive networks of causal relationships, all

interacting with one another over time. - . 5

{

v% ‘'The connection between the language of equations and

\ the 'vulgate' language of causality is established ‘“

by holding constant all of the variables except one .

pair. This enables us to say: 'Other-things being

equal, the thinnet the bottom of the kettle, the

N, sooner the water will boil'; or 'Other things being, *
' egual, the greater the atmospheric pressure, the

longer it will take to bring the water to a boil,' . Eﬁ:

etc. Thus, 'common-sense' causal.relations are in-
. cluded in the equation.and are deduced by holding .
. . constant all the variables except thoe of ' interest.

In assuming ‘that the equation in which all the
- causal factors were combined was given, we have,
. N of course, assumed that all of the relations were
",known at once. In actuality they are often deter-
- ' mined one by -one.. These separate determinations °

are made pogsible by the method of controlled experi-

\ ment. In order to bring out some causal relation-free
of disturbances by other factors, we deliberately try
A to -hold constant all those ctors suspected of '~

. having some influence. Thus\the basic assumption
underlying the empirical studf of physical pheno>
ména is-that we can eliminatef all disturbing pheno-
mena and study the relation ¢f interest alome.
Next, by establisliing seVeral airs of such relations, *
we can (we assume) combime th into a’ more general

o~
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v ., ;;  .cansality law, that is, an equation in which all the :
: P + contributing- factors appeayp as variables. This is ) .
. oo , called the analytic-method. , It has been phenomenally"
i s o Tsuccessfur in “the physical sciences (Rapoport, 1968, (:-
- : ) P xiv) , :
. .. e / . . .
. B Analjsis is'an attempt/ to understand a’ complexity by
¢t RIRN ‘examining its- constit ent pargs. The parts being t.
A SN simpler;' they are supposedly mdre amenable to under-
I T standing. The idea of analysis, then, is to. under- : .
- . . stand the Wworking o§ the parts .... The implied i
’ ' hope is that it is possible to 'build up' the under- '
. A standing of a .complexity by 'superimposing' the .
‘ workings of the various parts (Rapoport and Hbrvath,
1968, p. 87).

©
-

) - [}
«

B

N 'f The central 1deas here, namely (1) that we can eliminate all T
disturbing phenomena and study the relation of interest alone, and
(2) that we can combine descriptions of pairs of relations’ established
by studying isolated aspects of the situation into more general causality
laws, are unquestionably‘mechanistic in tone. Recall the status.of
. . scientific thought when thfbclassical "mechanism'™ first led to success-
) ful prediction of future events with Newton' s description of the solar

\ system, . . -
< According to Deutsch (1968, p. 388), mechanistic analogies _
© ~were quickly applied- to descriptidQs of gove?nnent by hobﬁes, Locke, A

_ Montesquieu, and de la Mettrie. Tom Paine extendéd them to God-as the
"first mechanic," and Schiller spoke of the 'watchspring of ‘the universe."
. This extension of the idea of mecﬁanism, from the experience of newly °
. developed pumps and clockworks, says Deutsch (l96§, p. 388), to a "
general description of reali y,.was encouraged by Newton's success with.

mechanical descriptions of gravitational astronomy.

CLASSICAL MECHANISMS e
J ‘
The physical concepts of space, time, attraction,
inertia, force, power -- which must be recognized
as anthropomorphisms originally borrowed from every- L
: day human experience -~ were borrowed back in their
. ' new connotative attire and applied to man.and
society. Thus wé find conceptions of moral or

L]
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social space in which social events occur position ' .
in social space and a’system of social coordinates ’ . '
\ defining man's position in it; socialprocesses as
' results of the 'gravitation/ or attraction and
tnertia of individuals-and groups,'the latter re-
. garded as a-system in an equilibrium of c;gtrifugal
and centrifugal forces., Social organization, power,® - " ] .
and authority were resultants of the- Jpressures‘ of".
'social atoms and 'molecules': hence arose 'social
- statics' or a theory of social equilibrium analogous« .
to statics in physical mechanics, and 'social dyna-" ) .
. mics inyolving motion or change as a function of - '
' time _and ‘space expressible by various mathematical
. curves (Buckley, 1967, p. 8)..

The;classical concept or model of mechanism' implied -
the notion of .a whole which wéﬁrcompletely equal to
the sum of its parts; which could be ruzcig reverse;
and whichwould behave in exactly. identicdl fashion
. no matter how often those parts were disassembled
N ' and put together again, and irrespective of the se-
. " .quence in which the disassembling or reagsembling
ST would ‘take place. It implied consequently the . W
‘ notion that theparts were never significantly
modified by each other, nor by theiryiowm” past, and .
that each part once placed in {its appropriate posi-
tion, with its appropriate momentum,, would stay K )

o

8

. exactly there and continue td¢” fulfill its completely ’ )
.. and uniquely determined function (beutsch l@p8 ¢ > X
p. 388). .

.

It is easy to see how the élassical analytic method is well
suited to ‘the study of mechanisms, and why it should be chosen to guide
the study of a reality thought to behave as a mechanism. In fact, the '

'l mechanistic model was very ‘successful in the physical sciences ‘and . T
the analytic method was the one'that alloéwed this success. As lbng as
the systems being studied were fairly simple, and .as long as the : ST
measurement technidques remained relatively insénsitive to discrepancies
"between the reality and sthe’ model, the analytic techniﬁue worked well:

‘it was possible to take the ‘more complex situations apart into simpler
situations that could be easily.understood. The results ‘of this piece- - ' .
_meal analysis could then be combined to- give a more or less adequate " . ,'
description ‘of the whole. Adequate, that is, until the reality being ‘
studied failed to, fit "the mechanistic model to such an extent that the

- diserepancies could riot be ignored. : - 6. X

’
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IHE MECHANISM FAILS: DIALECTIC

T As machines became more complex, so did the‘ZEQE of inter- 2
relationships among their‘parts. “The effects of the past histoﬁy of -~
v
R machines became appreciable, as the greater complexityaresulted in
. - machines whose performance was dependent -on precise intermeshidg of
m&ny parts, wwhich were subje t ar. Furthermore, attempts to « s
% .
apply this approach to the s udy of ‘animals and, in particulary gan 2
= wEre met with disappointment more often ‘than sqccEss. In the face of )
repeated failures, the first assumption made by - researchers was probably
) that their measurement or analysis ;echniques were imprecise. It was ,
. »- : easier to idiprove these areas.-thah to construct a new model of reality,
and so these’ were the areas where_improvements were made {aritness the o ’f/
current state of statistical methods .~ complex regrezsion technidues/
W, " and sophisticated multidimensional scaling routines). ; 4 -
’ In-some areas of investigation, qhe oldnmethods in thei; ex-
4 ‘tended versions seemed to work. In others, however, ‘they continued to ;\
" fail. The classical analytic method Vould not work when ‘the situation : . »
under investigation involved closed causal.loopo; as, for Sxample,\Q}d__,/—
v . all aysteﬁz‘ﬁith‘operating feedbéck,loops. This was ‘egpecially the ‘@
. case witle living\processes. } - . S g o' v
: N ‘ : -~ '
Views on why this is so'differed According to .one
' view, called vitalism, jﬁe extension is in ‘principle .
// impossible, because living processes are not governed =
by the same laws as nonliving processes. According " =~ > _
‘ to .the opposite ‘'views, variously called mechanish,, ', *
- T, T physicalism, or reductionism, .the difficulty lies, nob =
) in an irreducible d’fference between pgysical and‘ ” .- 4
/ biological laws but only in thé}tremen ous complexity T
’ of living processes. The reductionists -assumed . ",’L’/PJ
a implicitly that if we knew enough about how’living R
beings were put together, we could write down the, o
equations that govern their behavior; and 4if ye - - . ,
) were clever enough in mathematics we could'solve .o ‘ K
the equations and so determine the trajectories ',
. v . of behavidr (Rapoport 1968, p. xv). s
" - / | # 7 v R
y There.?ere thus" two responses to the failure’of~mhe mechanistic model.

The.mechanists said essentially that their model was still adequate.
— ) .
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’ ‘More careful and extensive analysis (in .the classical sense) of complex .

Xstems (such as animals and man) was all that was heeded. Thp controlled

start because organisms are not mechanisms -- they are fqndamentallg,

periment was still the preferred investigatory strategy. L
B > - The organists on the other hand, said that in living systems a S
o ' the wholelapproach taken by the mechanists was doomeg to failureeat the >

| 4 - " different, and this difference demands a different apptoaqp for under-
’ ' standing. It was almost'as 1f all of reai&ty were divﬂdgd into two /

|/ mutually ‘exclusive classes -- mechanisms and organisms. i
2 ¥ : ;
. Accoypding to the c1assical~view, an 'organism| 15‘
R " unafialyzable, at least in part.! It cannot be'taken I
apart and put together again without damage.‘ng. . .
Wordsworth put it, 'We murder’ to dissect.' [The '
parts 6 a classical organism, insofar as they can.

e ) be identified at all, not only retain the functions
o - ' which they have been assigned but in fact cannot be
4 ’ put to any other functions (except within ndrrow SRR - L

limits of 'de-differentiation' which were often °
ignored), without destroying the organism. The

classical organism's behavior™ts ifreversible. It il .

T has a significant fast and a history ==~ two things e 0

. P -which theé classical mechanism lacks --.but it is o

-, only half historical because it was believed to ’

-« follow its own peculiar 'organic law' which governg

§f’ its birth, maturity, and death and cannot ‘be 'ana-= "

"1lyzed in terms of clearly identifiable mechanical'

- X causes (Deutsch 1968, p. 389). ST &

]
b

¥ ’

v

. g . “ The'classical:organismic approach thus seeus to deny all the )
’ assumptiéus of the mechanistic viewpoint. A purely organismic research
'strategy would do the opposite of the mechanistic approach. Where a
: .meéhanist\abuld take apart a compIe*'system to-see how its parts worked
in hopes of gaining an’ understanding of the whole, the organist would v
) deny this as a viable stra egy. The reason for a given system s be- -
havior would be "the system" -- the origins of behaviar are to be found
in the wholeness of the system, and are not reducible to ‘the constituent ‘ y
‘ - parts of the system. Otherg;se, the organism would be reduciblecto a ’
mechanism, and this state of affairs would be very hard to accept as a @ Y

.model of one organism in particular ~- man.




- .For this reason mechanistic explanatioﬁs of oréaﬁisms would -
not be eipected to "work." However, thiere were difficulties with
mechanical explanations even in thé physical scignces. Attempts’ to
find mechanical models for quantum mechanics, for example, were not
successful, and were "taken as evidence for’ the 'mysterious' character .
of subatomic proceéses and for the existence of a "pervasive 'spiritual
A . reality' that is not indifferent or alien tq human values" (Nagel, 1961,

p. 337). Thus, signs of organism were evident, eVen in the domain of

mathematical physics, where the mechanical model had been most success- .

@

ful: ° . ‘ o

... the failure to explain electromagnetic phenomena
in terms of mechanics, and “the general decline in
> mechanics from its earlier position as the universal
. science of nature, have been construed as evidence -«
) ‘ for the 'bankruptcy' of classical physics, for the
: necessity of introducing 'organismic' categories of
i “explanation in the study of all’natural phenomena, and ,
4 _ for a variety of gweeping doctrines concerning ‘levels
;- -L///» - of béing, emergence, and creative novelty (Nagel, 1961, :
R ' p.-337). 7 " '

- .
»
-

Y

- " Thus the‘?ﬁ\;ibution'bf mysterious "life forces" or "higher
forms" or different logical structures to an area that is resfstant to
modelling with mechanistic, approaches seems to be common, even in the
physital sciences. ' . ) &

. Although modern organismic biases are still with us, fhey‘

K3
K

seldom speak of "life forces" or “"entelechies." Instead, they refer

- to "orgénig wholeness' or to "functional unity."

+ It follows’that unde{i;a;ding cannot be extended ’
e beyond the scope of physical science yithout intro- i °
=~ ducing concepts which embody irreducible wholes in
- place of physically measurable variables. The con-
«cept of organism is indispensible in biology; the ’
concept of the individual in psychology; the concepts
of the institution and social class in ‘sociology; ° )
the concept of a nation in contemporary political -
Ut ) science; the concept of a.culture in anthropolegy.
¥, . Each of these wholes presents itself naturally,
: . ’ because we perceive it as such (Rapoport, 1968,

- . p. xvii). -

A ) ST - L. : 3
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Of course our thinking is guided by our. pe{ceptions. ~Thus it seems
logical to study these complex wholes as we perceive_them -~ that is,
as individuél units, which we "murder to dissect." This approach is

valid in that it does respect the %ifness of complex systems, However, -

attempts to apply' organismic thinking to gain an understanding - not
only- of what a complex system does as a system, but also of how' the
system does what it does, given that it is what it is -- are not often

fruitful., ~ .
'l . " /

We'recoggize an organism an individual a'nation;
and we assume that in proper circumstances it acts
as a whole. Still, if we confined our attention
exclusively to-the grossly observable patterns of
these wholes we would not nfake much progress toward
understanding this behavior (Rapdport, 1968, p..xvii).
LS

v
-

Just as the mechanistie approach ignored too much by assuming «
a system could be studied piecemeal, so did the organismic apprdach
prevent understanding by denying the reducibility of dbmplex phenomeuz

to the interaction of constituent components.,

DIALECTIC: SYN'mEsIS . : ‘ ~

The mechanistig agpzoiéﬁi;; opposed by the ohganismic in a

'dialectic where fufdament views of reality are contested. Where the ’

organismic approach resul d from the opposition of the mechanistic
" method to situations not sdited ub mephanical analysis, the systems ap-
proach comes from the new dialectic.-
ﬁe la Mettrie, writing in/1747, suggested a way out of the
animate vs. inanimate (i.e., mechanism vs, organism) dilemma with his’
suggestion that ..o. - . ¢

cove Matter was in itself neither organic nor
inorganic, neither living™nqr'dead, neithef sensi-
ble nor insensible'. The difference between these
states or properties of material .things sprang,

not from the intrinsic ndtures of their raw mate~
rials,-but from- the different ways in which these
materials weré organized (in Toulmin and Goodfield,
1962, P. 318).

N
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’ . R Although De la Mettrie h;d no suggestions ‘on how to study
N LY
. systems he got very close Qs_what has turned out: to be a crucial‘ con- >
P
\ 7 , ceyt in modern systems theory -, organizatioﬁr The way things are

) organized ~= how one part is related to another in a context — has a

-~

proqud influence' on relationships Ahe thing may enter. Ihis is
©  especiplly i.mg)t;ant when the "things" are complex systems and the_
relationships are. ones of observation and description. _ - . T

_ The dialectfc is mot yet fully developed. However we c¢an
see how the prior steps’ are ld.miting, ‘ag we look from a broader per/-

p spective than the ones provided by either of the two basic. models. N o
- 4 { * - »
. (l) + Both res\ict the kinds of situations-or phenomena t <
. — . can be identified‘ and utilized in scientifié explanatio .

\ R ~ , : by fﬁ?.ling to consider adequately the complexities of,
. , . / % " the processes of observation and description. the
A / . ‘mechanistic apptoach looks at systems as. simple coliec-
) : tions or aggregates of “parts, -while the organismic ap--
4 _ proach "sees! onlyxin .terms of wholes,.Neithet recog-
N ~ N nizes the subjective ndture ‘of. fhe ‘perceptual process,
. . . which incIides the arbitrary' Oiten onscious) imposi-
> L tion of distinctions which allow ys {to speak and think
L of "units." Once the arbitrary natury of these distinc- -
[ - ) e tions is recogniée,d, *the: importance .of understanding the
&, : relati hip betwes a uait at one-level (a part, . .
C T perhaps) - a unit’ at another leve¥ (the. wholeq perhaps)
& P . % 7 ,- becomes ifest.. This process.must become conscious

LR T ‘ f a-priori conceptualizations are not to'influence the o .
. processes of- gbservation anadég:jcription in such a way

that we are effectively blin hy our subjective percep-
’\ * * tions. Perhaps a'more, cong€ious approa -which
e, ¢ - recognizes the subjectiye a prigri- naturevo ﬁerceptual
N pro\ggses s __3111 allow us to deveyp more useful, less
. restricting prim . .
(2) Both re{t_:;.ict the kinds—of-—logic oves" that can be’
* ST . made in going from raw data td £ interpretive .gtate~
- . . ments, by failing to recoghiize ¢hé relation of data .and
et description. to the.reality being studied. On oné hand
the mechanistic approach assumes that complex phenomena -
can be taken apart and studied piecemeal. The bits of

ot - i ¢ knovledge ‘are ther added together, to give a® understandin .
< “r T, ©of the whole. Since this approach ignores the effects® g\/
v . due to mfitual myltiple interactions among the parts, it ' v
4 - - canhot” anticipafe’the effects of these interactions, thus’

limiting the ds of Statements that can be made, given

- a set of raw data. This‘limitation stems from the -

. .

o
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. combination of two fattprs: (a) when moving up to a d
higher level of analysis, it is assumed that the infor-
mation about the lower levels is simply added up to

provide a description of the system.at the higher level
-- it 1s not necessary to provide a different descrip
tion for the different level; and (b) not only is' it
necessary to provide a different description (at a

- different level of analysis) for the different level,
but there is no way 'to generate:such a description,

given the original one. K

On the other hand, the organismic approach denies the
legitimacy of cross-level analysis as even a logical
. possibility. Thus, data must be used at the level
from which they come. For example, the relation of
] . the behavior of the individual in an organization to
- the behavior of the organization as a unit in its own
right is_not open to scientific investigation.

w - (3) The limitations discussed above combine to restrict the

o, kinds of theory that can be put forth. The basic prob-
lem seems to stem from a fundamental ignorance of
relationships between levels - 1evels of analysis,
levels of abstrdction, levels of perception, levels of
description. When in the study of complex; multi-leveled
systems these relationships are violated, confused, or

. 1ignored, it becomes difficult to move toward an under=-
- standing. When the relationships are clarified, research K

e -~ can progress much faster, as important questions atre both
more readily identified and resolved. This will trans-
' R late into more substantive theory, together with a ’

i fundamentally deeper understanding.

“ * . . . ) "
. THE SYSTEMS MODEL"
‘- S ‘ . < .
. " A whole whiéh functions as a whole by virtue of the . R
) interdependence of its parts is called a system, . '
" and the method which aims at discovering how this . ~ -
is brought about in the widest variety of systems . ‘

: has been called general system theory, Genmeral

P ., .system theory seeks to classify systems'by the way. g 0
N e their‘components are organized (interrélated) and , e

; . to derive 'laws,' or typical patterns of behavior, . &

g v """ for the-different classes.of systems singled out

&~ . L (by the taxoo;g% (Rapoport, 1358, Py xvii) - < & -

L+ *~/\ A_system is a set of objects together with relation- s T
. . _ ships between the objects and between their attri-»
. S ' butes‘(Hall‘and Fagan, 1968, p. 18). -

-

o "' ] ’ . #k ,7( '-«
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The whole is more than the sum of the parts.
N C T
The systems approach, like the organismic) approach, says that
we\have to look at the whole system. If we isolatj the parts, we take
them out of the_context in which they function, thus destroying their
relationship to the system or, in other words, changing the system.'

-Unlike the oréanismic approach, however, the systems approach identifies

the: parts, together with their interrelationships, as the origins of
properties seen in the whole system. The systems approach denies the
existence of "life forces" -- or else it reduces_them to effects of the
interaction of the parts of the system.

One example of this process is seen in the reduction of
purpose or_Ygoal-oriented" behavior to cybernetic control systems,
governed g;‘:fgative feedback, where the discrepancy between the actual

state of the.system and the desired or ideal or goal state is fed back

Ainto the system in-such a way as to cause it to move toward the goal

state. With this arrangement, mindless machines can be made which
appear to function as if they-had conscious purposes. .
+ The concepts of systems theory have enjoyed wide use ‘by

communication scientists for the past 10 or 15 years. Terms like

'"feedﬁﬁtk " "boundary," and "process" appear often in the literature.

At professional meetings we hear the phrase systems approach" with
increasing regularity.. ‘ ) .
But .what does it mean to take a "systems approach” in’com-
munication reséarch’ To many, it means that we try ‘to “get the whole
picture" — look at all the relationships. This is sometimes trans~
lated into highly elaborate muibiVariate research strategies, i.e.,

"ask more questions.' Any number of statistical methods may be used

‘to analyze the results. metric multidimensional scaling techniques,

nultiple regression methods or path analysis techniques, to name a'

few. But, some would argue, these are ~merely extensions of the‘mechani-‘
sqic (i. e., classical analytic) model. They are not really different -
-~ they are not rg§_~1 gsystems approaches. 9,

(

-
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‘Buckley (1967, pp. 36-7) suggests that it is the central

focus on the principle of organization per se, regardless of what it

is that Lé organized" that makes the systems approach. - He goes on to
say that we should find the systems approach attractive because it

promises to develop .
-Q
. 3

(1)- A common vocabul#ty unifying the several .
'behavioral® disciplines;

(2) A technique for treating large, complex
organization; \

. (3) A synthetic approach where piecemeal analysis
is not possible due to the intricate inter-
relationghips of parts that cannot be treated
out. of context of the whole; .

(4) A viewpoint that gets at the heart of socio-

logy because it sees the sociocultural system
_in terms of information and communication nets;

(5) °“The study of relations rather than‘{entitiess'
with an emphasis on process and transition
probabilities as the basis for a flexible

“ structure with many degrees of freedom; .

(6) An operationally definable, objective, non=
anthropomorphic study of purposiveness, goal-

. \seeking system behavior, symbolic cognitive

‘processes, consciousness and self-awareness,

and sociocultural emergence/and dynamics in
general (Buckley, 1967, p. 39). |

.

The systems approach: a focus on intricate interrelationsh;ps
of parts; a concern with information and communication nets; the study
of relations rather than entities; thé choice of organization as the

’

central, variabple, .

‘ gut'how does the systems approach work? Surely there have °

been advances in the 227 years since De la Mettrie suggested that the

key concept was organization.

)

There are a few hints.

- Karl Deutsch says that only in the last\fifty years have we <

seen the beginnings of new models that might help us. These, new models,
< . .o
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he says, have been the developments of "coumunieations engineering¥:
! P $

-
x

- Modern studies of communications engineering suggest
that the’behavior of -human organizations, peoples, \
and societies have important relations in common
with manmade communicationS'netdgi 8, such as servo-
mechanisms,. switchboards, and calculating machinery,
as well as with the behavior of the human nervous .
system and the human mind. It no¥ seems.possible to . ¢
analyze and describe the common patterns of “behavio
of self-modifying communications networks in‘geﬁerai\\\
terms, apart from the question whether their messages
are transmitted and their functions’carried out by
circuits of electrical cyrrent in an electronic
device, by chemical and neural processes inside a
1living body,?or by spoken, written, or other com-
munications between individuals in an organization,
group, nation, or’ sotiety (1968, pp. 389-390) .

- . /

[y

£

Rapopoert and Horvath suggest that topology, showing causal
relations as direeted segments, and representing complex systems as

networks of intetrelationships 1s ore important conceptual tool (1959).

In making this suggestion, they support ‘Deutsch's focus on

.

networks of interrelationships. .

And finally, Ashby tells us that the way not to study a

complex system is ... S .
3

; o
ev. by analysis, for this process gives us only a
vast number -of separate parts or items of informa-
tion, the results of;whose interactions no.one can
predict. If we take such a system to pieces, we
find that we'cannot reassemble it ... (1956),

T . 7

-
<

much as "all the king's horses and all the king's men couldn't put

"Humpty together again:" :

Clearly, then, a focus on networks of interrelationshibs‘is'

consistent with the systems model, which looks both at the relation-
ships among the pirts of the system and the ones between the parts of
the system and the whole system. This approach will have oé’simulta-
neously look at-the whole system and the parts oﬁ ‘which it is made --
it will have to work -at both levels dt the same time . 2 . )

) . . e . 18
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This network/systems appréach was first applied in social
sciences in the thirties, with Moreno's sociograms -(1934). In the
40 years since then, many significant advances have been made, in both
the conceptual-and methodological areas. As the approﬁriateness of the
systems approach in social systems became apparent, more and mdre in~
n Whéh this new

"field" of research is examined from the perspective of 1975, however,

vestigators turned their attentions in this direction.
it becomes clear- that the "systems approaches" we have seen are only
tentative beginnings.
worked out, and this means that methodological difficulties will be':

The conceptual basis has not yet been fully o

many, since the methods depeﬁd on a clear conceptual foundation,

In Chapter Two, we will review some of the methods that have
been used since 1934, We will be interested in three issues’ th@re -
what the methods do, what their conceptual bases'are, and what kinds
of problems théy have. We will then show how most of these problems stém

from a lack of clear .conceptual foundationsq__

-

o
-

~

) .\}‘ ’ . . L.
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. cation networks. For our purposes, they can be divided- into seven cate-

g —~ . : ,
CHAPTER TWO A
N - ) PREVIOUS METHODS OF NETWORK ANALYSIS ‘ Ty
- . . - ' A v

INTRODUCTION =~ : . )
In this chapter we review several methods that haue:been used
’to;cgifi out the "systems-as-networks" approach“that was introdueeq‘in
the last part of the first enapter. “In actual applications, the médel
' translated "networ:ks'i in general to "communication networks." The methods
reviewed here are thus all examples of an approach which might be called

eommunication/ﬁetwork analysis."
vt

q

Many different methods have been developed to analyze communi-

¢ gories: (1) sociograms; (2) matrix manipulation; (3) matrix multiplica-

tion; (4) factor analysis; (5) multidimensional scaling; (6) blockmodeling;
and (7) a set of miscellaneous other methbds. of these methods, the
sociogram, developed by Moreno '(1934), wds both the earliest and the

most influential. et ?

\ < R N >

' e s .

THE SOCIOGRAM - ’
In a sociogram, individuals are represented by points, and

communication relationships between individials.by lines drawn between
the corresponding points. (A soeiogram is 1llustrated in Figure 1.)

By examining the sociogram for‘a given network, the structure of the
system is determined,. in terms of’cliques or elusters of people who con—(//*\\f\\\\

municate primarily with each other.
The introduction of the soeiogtam was a major advance for the
field. For the first time there was a concrete way of répresenting' s
- systegf of interacting individuals. The process seemed quite elegant
and was;operationally very simple. The graphical representation of
group structures provided by sociograms proved to be useful to both

practitioners and tﬁeoretieians @dike. For small simple systems, the .
sociogram seemed to be the ideal tool Despite the good points, how-
ever, there ‘were problems with this methodm y
< ' A} P
. 3 ,«20 . .
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*From Rogers, Everett M., Park, H.J., Lee, S.B., Chung, K.K., Puppa, W.S., 7
and Doe, B.A., "Network Analysis of ‘the Diffdsion of Family Planning o
Innovations Over Time in Korean- Villages: 'The Role of Mothers' Clubs,"
" paper presented at the Population Association of America, Seattle,
_ April 17-19, 1975. D : ~ :
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Although Proctor and‘Loomis (1951) present some guidelines

for the preparation f sociograms, there were no conceptuallw ground

analytic techniques for the analysis of systems using this approach.
Instead, analysis was either by examination or by the application of
concepts borrowed from graph theory, an abstract branch of topological
mathematics (see Harary, Norman, and Cartwright, 1965; Flament, 1963;
Coleman, 1964; Roby,,l#68 and Lorrain and White, l97l) # .
Besidesvtht lack of a solid conceptual basis, fwhich would
identify theoretical’y relevant goalsyand methods of aehieving them, -
there were practic broblems. As the size of the system increased,
so did the difficul y of analysis, so. that for systems having over a
hundred members the‘method.was practically worthless. It is virtually

impossible to "comprehend" a sociogram for a system having, say, 200

members. This prob em was further aggravated by the lack of systematic ‘

procedures that wn ild Iead to replicable results -~ two independent
investigators,‘using the same data, .would seldom end up with sociograms

[}

that were even vaguely similar. ° s N

MATRIX METHODS —
Due probably to .two factors - the recognition of the prob-

lems connected with the sociogram, and the growing tendency to mathema-
tize the social sciences — other approaches were developedA Without
exception, these newer methods represented netw data in the form of
matrices, where there is a row and a columﬁvfdl?éjch individual in the
system. If person I communicates with peérson J, a "1" will be entered
in row. i, dolumn j. Otherwise, the entry will be a "0". The entries

do notr havé to be restricted to/binary values, although this is a common
approach (some methods requine a binary matrix). The discussion of the-
matrix—based methods will be organized into three sections. First, we

will examine each in terms of: (1) the mathematical paradigm used to
represent the data; (2) how.the methods go about finding "cliques'/

. "groups"/"clusters"/"blocks"; and (3) how they define "cliques"/"groups'/

"clusters:/“blocks." Second, we w1l discuss the limitations or diffi-
culties‘connected with each, and, finally, the relative advantages of

. s




] each methdd. Before going ineo the specifics of the six classes of _
* methods, a discussion of the "dimensions" along which® we will analyze .
them will be appropriate. ' : ’ . A ,'f
. . , ' “ ¢ , 7. © ..
1. Distance vs. Linkage Models ° s — g’
) By the "mathematical paradigm used to represent the dat" '
"we ;eZh\oné of two that are used =- distance models and linkage models.

"In the former, raw network data (who is connected to whom) re trans-

formed to give a matrix of "similarities" (correlations} 'distances.
These "distances" are defined o only in terms of the mathematical opera-
tions used to compute them. They are not distances in terms of either
actual physical distance or of the number of steps necessary to send a
message ffom ene node Yo the other, Two nodes are similar (close) if .
theix columns (alternatively, rows) in the- sociomatrix are similar
(correlated) In order to transform a similarities matrix into a dis-
tance matrix, the elements in the former, which usually range from
0.0 (completﬁay dissimilar) to 1.0 (identical), may be inverted #nd
decreased by 1.0. Thus, a similarity of 0.0 will _become é, or infinity.
Infinity minus one is still infinity. Thus, two nodes with completely
dissimilar columns (rows) in the sociomatrix will be infinitely far
apart im the~distance matrix. A gimilarity of 1.0 will ‘become %-- l = 0,
Two identical-columned nodes are separated by a distance of Zexo..

In, contrast to the distance approach, the linkage approach
uses the raw sociomatrix, either as it is collected, or in 4 binary
form obtained\by deleting either weak links or non-reciprocated links, ’
or both. 'Thus, a linkage«matrix (sometimes called the adjacency matrix) -
may either be binary or continuous with,higher values- referring to .
,stronger links., .

< The differences between the two approaches'are several:
. ] ) N
\(a) The distance approach requires a full matrix (i.e., there
is a value for every pair of elements in the system), while ithe Linkage
method does not (i.e., an adjaeency matrix may be largglféempty, sig-

nifying the absence of relationships between many/pairs of nodes)
.q
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- A
, * (b) Ina sense, the ¢alculation of the4distanceAmatr' Lo
creates new information -- information about paiys of elements not: } )
directly related to one another in the‘raw data, At the same time,: .~

it loses much information. It is impossible to reconstruct a unique °

adjacency matrix, given a distance matrix, kecause it is not nossible‘

' : i to tell whether br not any barticular pair of nodes is linﬂed - only
C " how similar their sets of links are. In fact, it is quite possible - .
for a pair of nodes to be very "close" to one another, and yet have no “‘ .

-

direct contact,

~ ) ) . . . ¢ R .
) K "(¢) The two .methods involve different scaling proces‘ses.i'\‘_6 \\//:f,ﬂ
The linkage method can use nominal, ordinal, or ratio level scaling ‘ '

, ( | . with appropriate choice of measurement instruments. (Nominal: Who =~ - T
do you talE’with’ Ordinal' Rank the people in the system in order h l\
of frequency of contact, so that you give the person you spend the L N '

< most time with a "l"° the person you spend the next largest amount of

: time with a " and so on. Ratio: Please indicate how much°time D "

, in hours, you spend with each persoi in.a typical month.) In-contrast

the numbers. bbtained.with a distance ‘method may be ordinal or possibly k,'.

.(doubtfully) interval but not ratio, Infinite distances are éspecially V

troublesome.
: Sy ‘ . -

2. The Definition of Group

. All of the matrix-based methods identify some. kind of "cliques '/ -

"grougg"/"clusters"/"blocks." *The term- "cliques" was originally applied

in sociometric studies where liking or disliking rel ions' were of
_ interest. Because the term "cli has affective onnotations the
(\\h term group- is used here, as 1}729 felt to be soméwhat "cleaner con-'ﬂl
ceptually. 'Similarly, the term "cluster" is not used because it carries (
less of the meaning we desire than the more degcriptive ' group.a
*a‘:glocks" are a special kind of cluster and will be. discussed with the
blockmodel procesd In this comparative discussion then theterm

"group' is used as a general term which subsumes all the others. -
. > - ES

&

.
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] K There~are.at least five distinct types of_groups that are &
¢ - used in these methods, of analysis. Since the definition of group .
- ~ . varies ftom method to method the particular definitions will be pre-
sented with the discussion of the methods.

ad

v

3. Tﬂh Method of Identifying Groups
' Since all the methods identify groups (or at least detect

them) . they must all have a process or algoritbm for doing this. Four

LI

different approaches to this process can be identified - P

(a) The method of division. The entire network is divided
into two parts. Each part is then divided into two more parts, and 80

on, until the desired "fineness" is reached.

\ 9 . .
(b) The method of agglomeration. Groups are started with

a "seed" -- a node which is chosen because of '‘some characteristic like,
/

a large number of links. Nodes are identified and added to the seed

by a variety of methods, until no more nodes can be found that fit the -
x ’ » g ’

criteria. The result is a group.
A

(c) The methods of trial and error. 1) Rows and colums of

-
the adjacency matrix are simultaneously permuted to give a specific -

type of ordering which allows groups to be readily-identified by eyeball
inspection. Re-ordering rules m¥y be informal thus the "trial and
error" name for this method. 2) In the case of factor analysig and
- some hierarchical ‘clustering methods, a family of solutions is obtained
Y and the "best" oneis  ysed; the others, -having been tried are rejected.

(dy The method loose;g,called overall pattern recognition.

This is the method used in the analysis of sociograms. It is also used
A - L 4 ~

in-the matrix-based methods in geveral different forms. The adjacency

-

. ) matrix (or a similarities matrix) may be reorganized in some way that
groups are readily identified, eitHer by inspection or by some process
that is somehow analogous to "looking' at the'who%e’fystem.*

*The method presented in Chapter Eight uses such a technique, overtly
modelled on human perceptual processes.

A

R
’




" THE METHODS )

With this introduction in mind, we can now move to an exami-
. - } .
natm‘)ithe various meghods. \i/ :

s
-

1, Matrix Manipulation (Forsyth and Katz, 1946; Beum and Brundage,
1950; Jacobson and Seashore, 1951; Weiss and Jacobson, 1955;
Borgatta and étolg, 1963; Coleman and MacRae, 1960)

k-3

This is a linkage-based technique named after’ the method used
to pfepq;e the data prior to identification of groups. In this pro-
cess, rows and columns of the sociomatrix are simultaneously permuted
in suéh a way as to move as many of the non-zero entries as possible
" close to the main diagonal of the matrix. If there are any groups, %*
they will be visible as clusters of non-zero entries, as shown in

- Fiéure 2. Groups are the sets of nodes whose columns and rows are in
these ciusters. They are loosely defiﬂ;d as sets of people whd inter-
act more with each other than with”people no;.in ghe group. Group ,

detection is by visual inspection, so this is a pattern recognition
~ technique. . .

"
.

2. Matrix Hultiplication (Festinger, 1949; Luce and Perry, 1949"
Guimaraeg, 1970) ’

] . N
-

This:binary liﬁkagé~bahed method allows groups (cliques) td
be detected by a process involving the raising of the raw sociomatrix
to successively higher dnd higher powers, which allows the two-step,
three-step, cee o k-step indirect paths linking individuals to be
identified, as well as the original one-step links. - This process

" allows individyals to be assessed for their integration into the ~
system, éinée it‘ailowg bo?h direct and indirect links to be counted. -
Although this method, allows the presence of cliques or groups to be
'detetmined,'éhe number of gfbups and their membership is not speci-
fied, The concept of "group" is not clearly specified here, since

groups are only detected - not identified —-- by~ this méthdd./

Y
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Figure 2~ .
IMAGINARY DATA ILLUSTRATING
THE MATRIX MANIPULATION PROCEDURE*

& [
+

i

ORIGINAL MATRIX 1st RE-ORDERED MATRIX

¢lique #1

(¢) clique #2

-

- o oy

-

clique #3

. — ~ !
Zpd RE-ORDERED MATRIX ¢ 3rd RE-ORDERED MATRIX

(a) shows ‘the original adjacency matrix (W= 1 [J' 0); (b),. (c), and
(d) are the matrices resulting from successive re~orderings of rows

and columns of the original matrix. In (d) the cliques are identified
as blocks of non-zero entries on the main diagonal

*From Richards, 1971.
] B




7

_of the remaining variance as is possible, using 1{near cdmbinat:igﬁs of '

" To use t:hpse methods it is necessary to de }ermine
dimensionalit:z" of t:he "space" and, s,ec(y d Ct:he project:ioxts of ea

4 . : *
4 » ¢ ‘ .- . ’ ' S . ue <
3. ‘Factor Analysis - (Holzinger and Harmon, 1941; Block and Husain,
" '1950; MacRae, 1960; Tyrop and Bailey, 1970)
‘ i ‘.ﬂ s -
n Two techniques employing factor analysis have bZea used -« ,,'
5 ¢ ~

direct factor analysis of sociomet:ri;. data and factor analysis of a
correlation matrix- const‘.‘mct:ed from tlﬁ raw sociomat:rix. Both fact:or .
analysis methods construct new dimensions corresponding to Variance ' /y\& -

14 ‘
pat:t:erns, “where suscessive dimensions or factors account for., as much

the variables (which are people F t:he network) . ;Eapa\fact:or is then
a clique or_group, when an appropriat:e arbitrary cuttin® point is chosen ’
to discriminate betwe,.en members and non-members (nodes loadving pighly
or nodes not_ loading on a given factor). These ar distan;e methods, °

vhere the method of clique identification is.a cowbina

i 7,
of t:r .
and error and overall pattern recognit:io;\ (The factor analySis pro- T

cedure "looks" at the wholﬁ det of data and extracts patterns as
oW - DY

fgct:ors) ~N - & - N

. : '
. .
oA 4 , -~

4. MultidimeWsional Scaling‘Methods (Torgerson, 1958; "Shepard l962a by T
Kruskal, 1964; Hotton, 1959; JigCee, 1963; Guttman, 1968 . e p)
~$— . 1%& and Roskam l97l) - . . " \. e
y . 3. ' - ;o
(, Q(hlt:idimensional scaling techniques (bot:h metric and non- o :
met:ric) at:t:empt: to dent‘fify groups from the sociomat:rix by employing )

\
measures' of the "dist:ance between the point:s in & aocimnet:ric' pace."

rst the "min oo

observation onto the dimensions. Sdnce the dat mwt take the fo
of dist:ances between persons, the dimensional axgs will represent
charact:erist:ics of t:he nembers of the cliques, %ather t:han gct:ual

4 ¥
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5. Blockmodelling Methods (White, 1963, 1961, 1970, 1974a,b; Lorraim
) and White, 1971; White and Breiger, 1973;
el

Breiger, Boorman, and Arabie, 1974) .

’

. (
. .
‘Blockmodelling methods may be either distance-based or linkage-

based. We will discuss here only the linkage-based applications, be~
cause it is not clear just how the distance met 8 work or-what they,
"do.» With hlocknodelling methods, the aim is toE::;;ute:simultaneously
the rows and columns of either the two-dimensional binary adjacency
matrix or a three dimensional matrix created by "stacking" the matrices
for several different relationships, in‘such a.way as to facilitate the
igsntification of "blocks." A block is both a set of network nodes \\
having similar ‘relations to nodes in other blocks and an area in a
matrix (a subnatrix)-identified vith those nodes. Thus, all the*
members of Block A, for example, would be characterized as,being
asymmetrically rejected by members of Block B. <In the other sense,
that of a submatrix there are three kinds of blocks
only zeroes as entries; those having some ones, and those having all =~
In,blockmodelling, only the zeroblocks are of interest. These
are made as large as possible by permuting the rows and columms. "An
- ordered matrix divided into blocks is shown in Figure 3.
' Blocks are unlike the other kinds of‘ groups we have seen 8o
far, in that "there is no implication that the members of a block '
"In fact, the individualg
in a ‘block need not be connected at all to one another ces ! (Breiger
et al., 1974, p. 10). .

In a sense, then, blockmodelling is a‘way of categorizing the

those having

ones.

cooperate or coordinate with one another.

members of a\system on the basis of similar “interaction patterns. Thus,
"it is clear that blocks need not be cliques in the standard graph-
theoretical sense or any of 31 y sociometric generalizations" .
' (Breiger et al., 1974, p. 10). o

The‘matrix i;'re-ordered on a trial and error basis. Blocks.
are identified by inspection' this method is thus a pattern-recognition

technique. . «
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IMAGINARY DATA ILLUSTRATING
'BLOCKMODELS, LEAN FIT, AND ZEROBLOCKS*
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(a) a fiotitious adjacency matrix
(b) the same matrix,.permuted and partitioned to reveal zeroblocks

(c) a blockmodel showing

by the partition
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. *From Breiger, Ronald L., "A Blockmodel Study

Network " American Sociological Review (Februa
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relations between and within the groups created

a Biomedical Resear&\ S ,
1976). .
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’method which raises the socipmatrix to the pth power, and sums all P

a nitions, It seems to fit best in the pattern-recognition class of

‘methods., . -

-(1957), which is distance-based method‘ working as it does with a matrix

e * o . R ” . R ¢
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* 6, Miscellaneous Methods . ' .

Included in the set labelled miscellaneous is Hubbell's (1965)

A

matrices. This is a linkage method, ‘with unclear goals fpr group defi-

Another method in this set is McQuitty's linkage analysis " -

of asspciations (similarities). However this method does not function
1like other distance methods' it‘looks rather like a linkage method in
the way it detects (builds) groups:

' A binkage (is defined as the largest index of asso- -

' ciation which a varjable has with anh or all of the
other variables. Such a linkage definition excludes . ST
“overlapping of cliq, s and isolates., The method .
first jolns the reciprocal pairs and then draws in . )

i~ all other remaining unilateral relations, which )
McQuitty calls clique 'cousins.' Correlation was
used as an index of associatiom. Lo .

-~ . . ‘\

Steps in'the analysis are: <
1) Note the highest entry in each columm.
2) Note the highest entry in the- entire matrix,
. develop the first pair, A, B. . S
. . 3) Read across the rows A, B, selecting any ’
underlined entries as clique members (first cousins).
4) Read apfoss rows of the first cousins, .
selecting underlined entries as second cousins. -
: 5) Search for third and higher order cousins.
\ . 6) Excluding all persons already classified, .
tepeat steps 2 thru 5 till all persqna\qie classi- ) ~ :
. fied (Lankford, 1974, pp. 296-~7). '

-

McQuitty's approach is clearly an agglomerative methods, with
post hoe definitionp of groups as "what the method produces."
This pverview of methods is not exhaustive of all the methods

that have been used. It does,.however, cover the major ones.
. . N

Problems ) ] - - ”

If any single'conceptual4weakness,is common to all the methods
discussed’above; it {s that there was a consistent failure to specify

\ . .

. P

.
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-
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‘a .group is a‘factor.

. . _ T . o - 32

what the analytic‘goals were before choosing an analytic method. Thus,
investigators seem to have let the method providé the definition of .
group, rather than let the analytic method be shaped by the preconceiVed
notion of what they were looking for. Therefore, in factor analysis,

"In multidimensional scaling, groups are what the

—

‘.scaling routines produce. = . ) ) )

When the ‘goals of.analysis are not clearly specified it be-
comes difficult to establish guidelines that will allow different tech-
Moreover, it is difficult
to justify a decision to. go for a 1inkage-based method over a distance-

niques to be judged for Validity'and accuracy,

based method, or to use pattern-reeognition techniques rathier than’
“devisive or agglomerative techniqués.
zation of the relation of the data to the original system or to the final
description of the system it is impossible to know°which kinds of
operations on the ‘data will be legitimate and which will not.' Finally, ,
‘a clear conceptualization will help by providing clues as to how to set

If there is no clear ‘conceptuali-

up an algorithm that will provide fast useful comple;é results.

This fundamental weakness seems to be the ultimate cause for

most of the more concrete difficulties experienced by users of

the methods discussed here.

Y

We will discuss some of these problems .
below. ) ‘ i

Ihe‘most universally encountered limitation_is one of ééze.
Matrix o

«

Sociograms- are good for up.to about fif ty-person networks.

- manipuylation and multiplication are good for up to about three hundred.* -

The ultimate solution to this problen is to realize' that in very "large
systems most of the possible pairs of nodes that could be related are
not. ths the storage of an entire matrix is wasteful of storage space.
‘ The second major ‘problem isiin interpreting the results from
routines originally designed for other purposes. This is a major
fault of factor analysis,* multidimengi;nal scaling, and some other

distance-baged methods. Related to this difficulty is the fact that

*Although larger computers with virtual storage seem to provide an
answer to this limitation, this is not the case.  While it miy be _
possible to store a virtual matrix for a few thousand persons) swap-

ping and paging requirements would make execution times excessively‘
long. . a .

t

¢

¥

IS

1




o

IS

2. Matf;x Multiplication

EXas)
N

many methods simply do- not produce useful results. Matrix multiplica-
tion,”for example, can only detect cliques -- it cannot, identify them..
That « is, it can indicate whether or not ‘there are any cliques, but it
does not tell either how many cliques there are or who their members

<!

are.

. The trial and error- methods, as well as many of the pattern-
recognition techniques, may be faulted for their lack of formal analysis

‘ rulest Again, this stems.from the lack of clear conceptual foundations. '

It is difficult to tell someone how to accomplish a task if the task

' itself is not understood, let alone if it is net clear when the task has

~been successively accomplished. . . ! ' :
A brief listing of the difficulties .encountered with each of

" the methods discussed above follows.

L ]

1, Matrix Manipulation . ? ‘

(a) Sfze limitations. Not practical for over. 300 person

\

networks. .
. § s
.

~

(b) The rules for some manipulation techniques require ;;R&‘
subjective decisions and are not explicit enough to.allow computeriza-
tion, while other methods, which have been compyterized, are very ex- -
pensive to execute, requiring inordinately long computation times (see,
" for example, Beum and Brundage, l950). L

K . . %
~ .

-

.

L (a) 'Subject to the same size limitations as matrix manipula-.

RS

tion.

(b) Does not fdentify cliques.

"(¢) This "awkward. and very restricted” method only works for -
.binary matrices, and handles only mutual choice (Lankford, 1974, p. 288).
. e .

3. Factor Analysis - - -~

\ (a) Suffers from similar size limitations as’ the es‘ier
matrix methods. ' '

4
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T (b) The#two computational stages of this method, factoring
and rotation, consume large amounts ‘of, computer time relative to other

methods . . ,
R _ .

(¢) The assignment of nodes to groups is somew&%t arbitrary

since the investigator must~choose the siZe of the factor loading to use

as'a cutting point, a8 well as the\number of factors to rotate.

- / £ 7 v

(d) The results obtained from factor analysis-are difficult

"to interpret and use as descriptions of actual communication behaviors.
- . \

4, Multidimensional Scaling Methods

(a) These methods suffer from the same size limitations as

.
-+

A

factor analysis, and use even more computer time to execute..
e . ?

(b) The final reaults are not at all close to the original

data, due,poa.he many complex transformations that are made on the data.
" ‘deedf Lankford (1974, »p. 301) criticizes this method as being
roundaboét S )

!

1§ (c) The determisation of groups is not a clearcut procedure.

L 4

(d) As in factor analysis, the results are difficult to
utilize and interpret. Lankford says 'that "multidimensional scaling
has proved to be a very inefficient method for clique identification

. both empirially and logically” (Lanhford, l974,/y. 301).

.\3. Blockmodelling Methods
RN (a) Suffers from éize limitations similar to those of matrix

manipulation. -
. 1 4

(b) There are no Clearcut procedures.for putting the adja-
cency matrix into the form-needed to’ construct a blockmodel. The pro-

cedure:rused by the originators of this method aréhdescribedwgsbﬁtrial
and error (Breiger et al., 1974, p. 11) . g :

\
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v (c) 'Theﬂrelation of blocks to actual groups or cliques is s

k - ~ ] - . .
unclear, and may vary from case to tase. This method seems to be more . l

of an individual level of analysis, although itiﬁoes function tn the -

context of the ‘larger system. «

, i
' . 6. Miscellanepus Methods (The set of other methods, 1ncludiné gubbell's . l
and McQuitty's.methods) ! .

o y ! (a) - suffer from similar size limitations as matrix multiplica-

tion methods. 2T i , ‘

» (b) Seem to not work reliably, sometimes’ producing breakdowns
into(groﬁps and sometimes not (Lankford, 1974, pp. 295-6, 296=7). . -

* (¢) Fail to clearly state the goals of anaiysis, resulting

< in ambiguous or vague relations between results and raw data.

\ / c‘ * ’ N N
- . ¥ -

Relative Advantages v
[4

The new methods.promised many benefits and were able to deliver

on some of these oromises. The sociogram prqvided a way of’graphica}I§'

. ,represent{ng network structures. The matrix techniques provided a
mathematical fornat for the data, and offered investigators a more highly °
structured way of representing complex situations. The power of matrix |

representations of other kinds 'of data in other,kinds of situations o
promised to be fruitful also-in the social sc;ences.' The similarity of 7
+sociograms and formal graphs (in the topological sense) led to the ap~-

plication of graph theoretical concepts' to communication networks One :

fallout of the use of graph theory is the A?trix representation‘of the: .
network, since matrix representations of formal graphs had proved very

~ useful. : g - ~
- by ,‘ . A ) . ./- ..
4

ON MATRIX REPRESENTATIONS

The matrix is an-especially powerful form of mathematical

FA
/' notation. Using matrices, one can spedk of sets of relations and/opera-
i tions that would be prohibitively cumbersome with 12%2 sophisticated
. = \" ) v ¢ ) ] r
. ! l/ \ 4




P .
.) S notations. The "condensation of}meaning" (Brown, 1969, p. 81) into -
matrix operators is what makes them so powerful and elegant. It was
the hope for an extension ‘'of this same power and elegance that led tOp
the use of. matrices in sociometric and network situations.
Compared to compli ted and unruly sociograms, matrices-are
very well-behaved indeed. In a matrix.the numbers are arranged into
. neat roq.naud columns,. and even the order of theﬂrows and columns
carries meaning. It is easy to locate any particular element in a
matrtx sihply byiﬁiving its subscripts. .

-
4 This ease of location and manipulation was.probably one reason\

¢

matrix representations were favored in computerized programs for network
_analysis. Most of the popular scientific computer languages that are

good for numerical work, -like FORTRAN.or ALGOL, are arranged around

array structures.

An array is a matrix of one, two, three, or more

dimensions.-

‘Elements in arrays are referenced by means of subscripts,

which may be orderly varied by simple computerkstatements like DO-loops.
Thus, matrix representations became popular early, and becam

more’ deeply entrenched with the advent of computers and computer pro-

grams. This popularity can be seen with a quick analysis of the tech-

niques available in the field ~-- with the exception of:the sociogram

and the method presented in Chapters Seven and Eight, every one on which

esentations did offer much in the way

information was "available used matrix representations.
. Although the matrix *

" of utility and theoretical promige over the simple sociogram, and

although they did allow a host of different kinds of analytic techniques
to be tried, they may have hindered progress in the field. They seem to’
be so ideal and "natural” that there was little tendency to look for

other ways of representing networks and performing analyses.
The use of matrix representations was symptomatic of a deeper
problem, howevggéugghis deeper problem has been discussed already = it
is the lack, of clear conceptual foundations. In one way or another, all
of the computational difficulties listed above for the various methods
can be\traced to this one fundamental lack. 'It is_this artecedent prob-

lem that we focus on in this thesis. The position taken hefe is that

‘
‘ »
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3\ -
a bézter understanding of networks will lead to better wsys of studying
them, Which will lead not only to better access, ‘but also to more power-
ful theof’ about how networks work. ‘ . ‘ X '
EXTANT DATA . R
In spite of theldiffigulties~mentioned-above, massive amounts
of empirical data have.been gathered on communica€ion networks. These
data come'from a large number of studies, most of which were experimental
or quasi-experimental laboratory studies. The.studies "themselves will
not be individually reviewed;here,'as there are already several
extensive reviews in print (see, forwexample, Collins and Raven, 1969)..°
Two cogsiderations, howsyer, preclude ﬁhe use of most of this émpirical
- information. 'The first is that almost."all of these investigations were
done on systems having three, four, or five members. Two serious prob-
lems stem from this choice of small sizes.

- -
(a)’ There is neither conceptual nor empirical agreement’
'whether generalization is possible across these three group sizes.
Investigators not only get different results, but they cannot agree
on how to define certain situations across group sizes (Collins and
Raven, 1969, p. 147). R )

‘.‘ *(b) Findings based on systems having five or lesh membérs

in a laboratory situation cannot possibly be extended,to real function-
ing systems having several hundreds or even thousands of members.

_.Five-person groups are simply too small 9q.allow the.kinds of things *
commonly observed in large systems, such as.hierarchical organization
to occyr. In addition, the systems used in this work have typically

- had lifetimes of less-than two hours. This temporariness can be con-
trasted with most real—world systems, which have been evolving and

growing for years. Certainly, a group of several hundred people who -~
have been working together‘for‘many years is hardly comparable to a '

¢ group of five students who have been working on a puzzle for'a few (—J
minutes, or even to a small group experiment lasting tbree days in a-

‘slmulated fall-out ghelter. N
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Second according to Collins and Raven (l969, p. 147), an
unfortunate state of affairs is’ prevalent throughout .the entire commu--
' They say, 'Lt is almost impossible to make

a simple 'generalization About any variable without finding. at 'least one
study to contradict the generalzatfon," and go on to suggest that'"in‘ 5
nfusion/present in the X{teérature, the time <
may well have come to tighten our statistical belts." They feel that
the unreliability of the findings is due to the "liberalness with which

most -investigators have treated the traditional .05 leVel.“ They - seem

the light of the massive

to be taking an approach which says, "we're sur€ there's something ‘there;

we just haven't looked close enough." " . . o ,
CONCLUSION ;
A major point of this chapter,is that we've looked neither in
This point will be-extended .in
the next part, where we will expand the conceptual paradigm upon‘which

the right places nor in the right ways.

the methods we discussed in this chapter were based, by examining the
entire problem of complex systemﬁ? from what might be called,a naive

perspective. That ié'we will attempt to approach the situation With
as few preconceived notiOns as possible -go that,. perhaps, our approach
will be fresher and, ho ullyf more fruitful

>
.
In, Pﬁrt‘!io, then, we wili be~looking for answvers to three
. q.&
questions: = _J . . _ k) -y N
& Q‘x,c“»'; N

(1)~ What are we looking at?, ¥, e.; what,ara.complex communi-

/ ' cation*systems? How arecuhese s¢stems organized? How

' do they come to function

.+ of their character éﬁga
component parts? How are' t
another and to the'who

How do we ldGE?‘\d e., Wow, in‘ﬁengral are the processes
of observation and desc ption carried out? How does the
relationship { between th obBerver and the system being

observed infJuence the p sses of ‘observdation and ' |
description? What happefs whsn the system being obsénvéd
is complex and multi-leveled? . o

«?

coordinated units, when none
rties are seen in their
fparts related to one

- @)

. \ : L+ - “:
. (3) .What do we look for? ﬁhen we combine anm’ understanding .
of .some basic systems principles with an awareness of
. / 2

. N SN . .

» . .
N : N ~ |
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- how the processes of observation and description work,
- ‘how can we structure the investigation process so as to.
o gain as much useful information about complex systems ~
as poseible’ In other words what will e be looking
/ -for when we study complex systems?

v e
The answers to hese.questions-wili provide the basis for a -

toherent systems apprpach~to the study of complex systems, Vviewed as__
networks of interrelated parts. In the last sections_of Chaptetr Five,
we introduce a procedure for performing this type of aoa;ysis ~— GASSICS --
a General.Algorithm for Stuwdying Structuring In Complex Systenms.

‘ In Part Three, we will discuss an initifal ‘operationalization
of the first steps of the GASSICS procedure. Even though the pro&e-)
dures presented there ;re very complex, they only take us through the
earliest stages of a complete syitems -analysis. KLater stages ‘will have

v
to wait until much eore data than we presently havé is collected and

analyzed; until much more theoretical work is completed; until more

. -sophisticated computer programs are written to perform the necessary

analyses. Since this is.the work.of many years, only the first stages
will be included there. ~
In the fourth part, we will present‘hn=exampie of this method.

" We will perform an in-depth analysie of the structure of a large-scale

communication system. This analysis illustratesathe use of some of the

procedures described in earlier chapters. -?" .
Finally, in Chapter Eleven we will look toward the future to see

where the logical next steps should be. > Here we will. be trying both to
anticipate and direct further work in this area. While we camnnot yet !}

" tell what. the results of ongoing research will be, we are aware of some
- limitations to presently available methods. An analysis of these limi-

tations will suggest\specific areas that need more work if we are to

continue to make rapid'advances in this field. L,

A
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PART TWO
' CONCEPTUALIZATION '

. «
0

—

. T In the first Part ve discussed the evolution of the basic

¢ paradigms ueed to structure approaches to the study of sociel systems.
The discuse\ion of conceptual approaches in Chapter One was folloved .
in Chaptet Two by a description qf the opetetionel techniques that are
used ‘to perforn’ the ectual analysis. - T, i
Whﬁe nost: of the methods discussed in Chaptet Two ,were far .

superior to the earlier organi

or mechaqistic approaches, none was

ideal.

Even the best qf the methods, in terms of efficiency or appro-

We identifie

one problem ds common to all

onceptuel foundations. Ve
undamental weakness led to a

ck of clear
s most

priat 8, had pr blens.
the e:g'ht methods

< showed in. Chapter Iwo
- plethora of problems -- vague analytic goeie, unclear ecenderdi to use

in judging analytic methods, inefficient techniques, unclear definitions,
. ' and a large set of points over which no general agreement has been

reached. u .
Examining the conceptual void more closely, we pointed out
‘the necessity to 'obt:afih a better understanding of the form of the
’ “ L gain that know-
ledge -~ the processes of observation and desctiption 4 ’
" - In the chaptets of this Part we start out at the beginning
with a te-conceptualization of the concepts fundamental to the atudy
of systems.' We begin in Cheptet Three with an analysis of the form
Form is the ultmte basic.
D . other areas then, with the inttoduction of concepts one stép away from .

system we want to know and of-the processes by which |

of systems. The discussion moves into
form -~ constraint, interaction, end elenenta. This is. all still at \)
‘the Jevel, of’ eilﬁle systems. With the introduction of emergent proper-
ties - pr vgetties due to the interaction of elements, we move into the

e | realn oi‘.ﬁoaplex mltiple-leveled systems.. Thé same basic concepts are

»

diecuued in this nev context, and the implications are ugloted:m The

ot

~
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. « discussion of interactions between conplex shﬁm ends with the con-~
cept of infornati which appears as a shorthand way of describing a

- whole c,l.ess of in!)ractionn. ‘ g : ) e

i
L. Chapter our euninee the processes by which we gain access ] ‘
to form -- the ,proc’e”‘bee of observation and description. The develqp- _‘ |
ment of, this chapter is parallel to ‘the development of Chapter Three. | !

»
ket
.

) Ve begin vith an examination of the concept of description. ’rhie is - -
. seen as a process of drwing dist ctions, bneed on differences per-
. ceived in the form. '.l'he form of deecriptions ie emined end related - ) -

to the process of obaervation, which allows the differences upon which
the description's distinctious are based ‘to be "seen." This is all ‘ N
- done at the level of sinple systems. " Again, with ‘the introduction of ‘ s
emergent propertierm systems, we move into a new reeln - 4
) that of alternate deacriptions. . o - )
The processes’ of observation and deacripfion in conplex
’ nulti-leveled systens ared.ogically very complex. We explore the -
© ' Tamifications on the bui¢ ideas in this complicated situation in the : -
context provided by the enalysie of Chapter Three. Since all obeer- - -
vation proceesee ‘are inte:taction précesses, and since the observer N "
" 1s hinelf"a sysdtem, the obeervetion process is'limited as are all
* interaction processes betﬂeen oonplex systena Fhese ‘1imits; together T,
with the -ones inherent in the process of deecription, place limits on
) the \uy co-plex systems nej be- epproeched. 'I‘he chepter ends vith i ‘
discnuion of these 1inite zi.n the context of alternative deecriptions , -
. Chepter Five pickp up at this point with an’ exninetion of < .
. structure as the eppeeranceaof Eorn. If form is what ie,ﬁ etructnre is - . . -,
o ' vhat the observer qeee. Agein, we go back to ,basics, this time to RPN T
. conetraint and form. We de\?elop the relation betuen form nnd its
. eppeerence, and here the- centrality of constraint is unique. - ' The kinds .
© of conetreint that can be obeetved vill detersiine what cap’ be said .. ~
about the eyeten being gtudied. "Propertiee" ‘are-based on constraints,

. .and thus contraints /determine propertiee. The search for understand- .

\ 'ing s thus a search for - conltraintl, which appear to obserVere as ~ " N

1 different kinds of structuring, in both sreceqend time. . )

: i " . , 'y
» \ . . /—\; . .
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§ * ' When we pull on the common thread. runn:l.ng through the dis- -*/ i

cussion in Chnpte‘ra Three, Four, and Five, “we get a ‘genernl ch -
. . for studying complex systems. 'I'he surtﬁxg point is stryctuxi?r the '/ ‘
appearance .of constraint., We' call the procedure. ‘that falls out™ef the ’ B
discussion a General l:lgorithn for Studying Sttuctutin} in Complev/\ -
Syctm —— GASSICS, The :Introduction of this procedure ends the -
;jnpgér of Part Two. =~ - _ S oo .




" with no methodology (at least, not as it has been used in the socm

FORM OF SYSTEMS

N 3

s

INTRODUCTION o -

" We have seen so far hov people have tried in the past to
analyze the networks of interrelatib'nshipo among the mesmbers of social »
:yotm. °Be identified the main problem with these approacheo as a
conceptual one. Indeed, there vas remarkably little in the way of . '
solid conccptual foundation for this approach. We can look to the field .
of "systm theory" to find just the opposite situation. Here is a

4

-~

"theory" -- a very successful one, if’ Jjudged in terms of popularity —

.'sciencu) It is difficult to think of a tud:ltional sc:lcnt:l.fic dic- <

Jrocesses. -\k. L S
¥ Indeed, infotmation £5 such a central concept ghat a while

‘cipl;lne in vhich this "apyroach" has not been applied." Biology, -~

psychology, sociology, anthrobology, medicine, psychutry, political
science, and econoiics n'e only & few of the arm that lnn used the

'conqopto of the "syst approach " In spite of ‘the very wvide set

of areis using the cohcepts of systems, tlﬁre are serious problems, ' .

.both with the "théory™of systems theory, and with the sethodology

available to investigators who wish to apply the conccptl to their own . . S
areas of d.ntotut. ’ .

‘ T e are interested here in ’particular kind of mtu — the A
human commumication systu, in which the basic process- of control and
coordination of the paru is cmication. "Now, a concept central té \_J

the otudy of co-:nication :ls the one of information. All co-mica-i

tion procouu are at their core mfomtion processes. Information is - .,
vhat is communicated. Without mfomuon there 1630 cu-uuatm.'. '

‘The study of cc-nniution procuul is thus the study of infomtion

"tluory has been ‘built around it, called- "information theory. " Here
qahi however, ;hnr. are problems, The "theory" of Anformation :I..

G
. . ‘
’ toe .
- : - /
' R p ' . . .
; . d -




inconplete and ambiguous. Different people have different.-gtninga‘for‘

"{aformation.," "There is no "general theory of infotl;tion/infornation '

procelaing." Most discussions of infor-azion processink seem to be

eithe: case studies, precluding gcneralizatioﬁo to other cases, or else

at such a high level of generality that they say nothing about -every-

thing. The cen:ral concept of what is usually called’ "infornation

theovy" (Shannon~and Weaver, 1949) — information -- is a strange con-

cept indeed. The "theory provides elegant mathematical tools vtich

‘can be used to measure the amount of infor:ation, but "Only the

ancunt oe is measured —- the amount does not ‘specify the coutent,

value, truthfulnzso,eexclusivcnsso, hi.tory, or purpose of the infor- .

mation" (Hill;r, 1968, P 123). We can only say how much there, is,

and even this only in a highly restricted context. The theory does

not clearly aay exactly what-this "{nformation" is, in terms of what

it does whcn it gets where it is go or how /it got .to be the way

1¢ vas., Becauoe the™ theory is not well devel » & rigorogq matho-, .

\dology for\studying infornation processing lylt )
A fev attclpts.gﬁ apply infornation theorcti

huaan communication situations have bccn ladc (lee, for

Garnet,1962 and Danowski, 1974). " In many of th

cation".consists mefely of the use of the information s

measure of variance at ﬁhz nominal liyelz "How much uncertainty is ' =

there in this situation, vhere ve have X altcrnhtivec with probabilities

°£ Pl , P2 , L N ] Px? " : . . ! . ‘ -

The use of "infor-ation thaory” as an. approach to ;ain a
better understanding of the communication proceis as an inforlation
process, in (scientific) theoretical terns, hns nqt been seen, This
". is to be expectcd— given both the traditional orientation for communi-
cation research and the a-thcorctical nature of: "infbr-ation theory."
At this point -any would argue that.the advent of "systems theory will

change this. bb‘agree that the systems approach is most promising, but
. .this is an area that is almost as young as "information theory"; and

1t sqﬁfers from many of ghe sane kinds of probleli as the latter,

.
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Although more pegple have written about systems or ayntm

theory than about information theory, the key concepts have yet to .

be drawm togethet in a way that provides a consistent systeml metho-

[
-

dology. Many Yritou use the vocabulary of systems theory in their work,

and are able to provide more elegant descriptions of complex phenomens

! ‘ than could be had with more traditional analytic approaches. Indeed,

: con;:ep“tt like goal-directedness are hard to describe within the trddi-

S tional linear .framework of mechanistic s):ience. vhich has been so very
successful in the phylical sciences. The vocabulary alone provides
concepts that banich mysterious vitalistic forces 1like entelechy and 2t
replace them with respectable cybermetic control mechanisms and

- emergent ;ptob'ertiea’which have clear foundations in the parts of which

P
P
-~

the systems-in which they are seen are made. &5
me vqcabulary aione is not emough, however.~ With the new '
. concepts we need new wvays of looking at things — we need a new '
+ u.thodology ~~ new tools. Nowhere is this more evident than the
) social sciences.- People say "We must take a systems approach,” but .
( this seems to mean "We must speak the language of systems." There
S . ‘ are no nethods that were developed in the context of systems theory, -
no techn:l.ques whose ucunptions are concistent with the assumptions
of systems theory. Up to now, the best we have been able to do with
these systems concepts, says Deutsch (1968, p. 390), .18 ;mt thn
- qualitatively, by recognition or description. We have no quantiutive
. " methods. Why is this the case? : o
( One reason, perhaps, is because the ;cchmics of the pro-
cesses of observation and description, which inélude the measurement
and analycis of data, have not been considered to iw u important in
‘the cystua si%tion as they really are. Our preliminary fomlation
suggests that these proceues are much more complex than has been
recc;‘gnized. This in eqpecially the case for mfo;ntion procouing | BN
cyctm ’ '
+ In this chapter we examine the logical ‘form of: syitun' and
identify-some crucial conceptc that are basic to thc paradigm we e

vorking from. -A key concept is the condept of intetu:tion. The t
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. important, in tem of the impact it will have onwevcrything we do

with systems, is thc»conccpt of levels. Even more fundamental than

these most basic systems conccpta, howcvet, is the conccpt of  distinc~-

.

tion, as explicated by Brown in the Lafs of Form (1969).
Very simply, a distinction is a division. into exhaustive and-
mutually exclusive parts, on the basis of . some - difference which is

'pcrccivcd by the observer. .Distinctions are atbitrcty, and are drcwn

by the obsetvers of systems. A distinction is not drawn uniless thc
contents are seen to differ in value, ;M there can be no value vithont
notivu. Thus the notivcs of the oburvct will deteminc his valuct,
and therefore the distinctions he draws. -t ,

Our motive is tp understand complex infomtion-proccasing
systm in general and human co-unication networks in particular,
. Although many of the distinctions we draw in the fomhtion
of our model: uy seem to be highly abstuct cnﬂ gerhapo even a bit

J

‘metaphysical, thcy have major hp}.iutiou for the later, more

-

concrete, upecta of the model and. the uses to which it can be put.
Specifically, they will determine the form of the methodology we are °
proposing and suggest the dircctiom in vhich we vill novc with the °

“theory based on the new paradigm. -

We start with a look at systems ~- .the context, in which
"information" makes sense. The kinds of system we will bc interested
in are all multi-leveled, a‘l'his means that t;xc systc,/ as a vhole is
made of parts, which themselves are made of mller, simpler parts, and
80 on. - In addition, the oystm are complex -- taken as wholes, they .
aho! propertics not seen in their parts taken independently.

The suggestion' that infomtion-p!ocening systems must be

conplex (1f a system is \:onplex, it must hco be multi-leveled) stm

from the notion that "infomtion" acts on the system by influencing
small parts of it, rather than by acting on the system in' ita entirety.
(It furns out that in systas vhich must cithcr act as un:l.ta or else
not/at all, the capacity for "informatidn," as we will:define it here,
i euctly zero.) The rcqnirencnt of complexity is associated with
the notioh of what are called "eaergcnt" properties -- properties due

hd -
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to the vay the parts of the system interact. A system with strlctly

~ additive properties, where :ze chh'r:acteristici of the system as a

-

-

" a very simple and orderly kind of model,

‘ three concepts.

whole are direct,ly (additi?ely) related to the characteristics of the
p&te of which it is
At this point it should be aufficient to note that the re-
striction to complex systems is not counter-intuitive or illogical
Included in this category of eyetenn are units such as ihdividual .
people, mll or \
retrieval systm, computer netvorke, and dveq large eocietiee.

ces not appear to process "information."

zations, conputerized information proceuing

are exactly the kinde of systems we are ‘interested in.

We begin with some basic concepts, and from these we move to
We work from this simple
model to one that will’ pe”rhape be sufficiently complex to help ug see
how we can begin to ‘account for some of the nore’interesting' aspects
of !'information processing" systems in general and human cmunication
networks in parti@hlxn . :

o) " . \ ' N . '

‘§. Interaction e ; - .

- The tonceptual basis for our ‘paradigm is exceedingly simpld:
"Macroscopic objects [¥ystems] are complex structfures of [-icfroeéopiz]

'rhe prOpeftiel and relations of the former therefore occur under
conditionl that can be forluleted in terms of the arrangements end
interactions pf.the lat:ter (Nagel, 1961 » P. 312). Three ideas are

brought together here: system errangelent, and interaction. A system J/
is a complex structure of smaller parts. These parts are arranged in

some particular wvay, aund they interact with uch ‘other.. Ve start with
teraction, which is logigcally the most basic of the

ones,

the process qof

tity interacts with another when there is some -
ropertiu or state variables of the entities

We say one
co~variation of ‘some
involved. In other
interacting set of ‘entities than in the set of entities taken indepen-
dently. ' Theré is some constraint of the freedoms of the entities, vhich
results fro./indicates/is the interaction. Ashby says that the

ds, there are fewer degrees of freedom in the

' . -
. .

’
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constraint is 'they relation --.it "occurs when the variety that exists
under Hne condition [mdopoudonccl is less than the variety that
exists under another [intaraaion] " (1961, p. 130). Thus, vhen a set
of entities. is Juxtaposed 1n some space (spatial, temporal, or cen-
ceptual) in such a vay that the degrees of. freedom.of the cntitiei
when thoy are .in the sot, is less. than thc sum of the degrees of free--
.dom’of the eutities taken hdepmﬂontly, thc entities are uid to be
in a state of :lnteuction.

For exsmple, say we have two blocks of wood on a tabletop.
’Now, ‘each piece can rotate, or it can slide in any direction on the
tadle. If we count rotation as one degreexof frc:do-, vertical motion
as- anothcr, and horizontal motion s another, we see that uch plece
" has three dogtou of freedom of motion. (We have ignorcd velocity for
the sake of simplicity.) In the set of two pileces, all pouiblo com-
binations are allowed, and there are thus six (343) degrees of fro&do-.
Tf we put the pileces togetlier so they intorlogﬁkﬂ!_‘ they can only nove as
a unit. The two pieces together now have' three- degrees of treedom.
The Interaction is cxidcﬂcod by the reduction in the*total degrees of
freedom of the system. - In this case, there is co-vcriation of move-

ment of the pieces in the interccting set. ’rhat h if one moves

vcrt:lzcally, so dogs the other. ‘

2. Lovclo
' A ucond very important buic concept is the one of levels.

Several points must be made here. < . :

(a) As a concept of distinction. First, and most importantly,
is the idea that the concept of levelo is a confept of distinction/
doocription -~ 1it' is artificial imposed by the person ducrié:g the
system. Since it is a concopt of distinction, it should be dofinod
such a way that the distinctions we make by using the terms are both
usef cnd conoiotent. It is important to be aware of thio point, be-

" caus, the way we see things initially is:sure to influcncc the things we.
work with later -~ the things we single out as nportmt, thé way we
perceive “thi?gs" or "dimensions" or "unito,'; for example, ’

)




~

(.

k]

' .
“w
R 4
.
N .

‘

; 7 - -
. L ' ' ' 49
~ (b) Multiple leveis. The indication that t’pere is one level
implied that there must be/could be other levels. Otherwise it would -
be pointlessto dieting\g‘h between levels, apd thus pointless to use
e

iere can only be levels if there is a difference

the term, Conversely,
between them — 1f a basis for distinguishing what is at one 1eve1 from
thet which is at another can consistently be "followed. i

. (? Hierarchical levels. The terl "level” 1s used to dis-
tinguiah betveeq classes in complex eyete-s, which are made of parts,
which are made of smaller parts, and so on (Pattee, 1973). The hier-
erehicel nature of these systems leads naturally to cases in which

 the elements at one level may contain or be made of elements at another

level. This fact inpliet that a different kind of distinction is being

made here than 18 usually made when one distinguiehee between kinds of

entities: that the present distdnction dep¥ds, to an ‘extent, on the
?&

.relationships betveen the uni;s‘et one lev\ and the units contained by

or comprisin hose units. We might clarify this' point by differenti- . .

dting between {"vertital" and "horizontal" distinctions as follows: o
A horizon.tal Jistinetion is made between mutually exclusive entities.
The entities 8o distinguished must be separate and identifiable A .
vertical distinction, however, is made between:a class of some kind and
a member of ‘that class.. These are special kinds of classes, an\;i this
idea will be clarified in a little vhile. '

- '( N
(d) Additive and emergent properties. We mentioned earlier

* ‘the ideas of "additive" 'and "emergent" -properties. The distinction

between these two kinds of ‘propertiee is crucial here. Say we have a
set of elements of some kind. Each of these eleneete has several pro-
pertiel. "'We may combine ¢ number of these elements in gome way to
forn larger units. Now, the properties of these larger units can only
" be due to two things: 1) the summation of the properties of the ori-
ginal eluents that weri combined to make ‘the unit; or 2) the result
of the interectione between the elements that were .combined to make the
unit; Sin_ce the first type of property is obtained simply by adding
up all the individual elements' characteristic' values for these ‘

4 +
N ” A . . 1“
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the individual objectﬁ. : g

are .parts, (Nagel has a-different meaning for “e-erg ce" than we do.

’ ‘chelicsl properties of any element. These propertiessare determined by

b , 50

' -
properties, these néw properties are called "additive" properties. It
is not necessary to know how the'elements are related to each other in
the larger unit to understand the properties or characteristics of the - .
lsrger unit. An example of this kind of additive property is mass. ) )
The mass of a large gset of objects is sinply the sum of the masses of

4

L
o

Emergent properties'are very different.. They become apparent
only vheo‘the original units are combined into sets and sllowed to
1nteroct. end thus are called "emergent" properties of the ;arger

sets or units. TIwo points should oe evident'here: first' the emergent
properties "belong" to the larger set of interacting elements, and cannot'
in any way be identified with the elenents naking up the set; second,

in order to understand how these properties cone into existence and how
they work, it is necessary to examine the way in )
interact with each other in the context of the largar unit of which they

He requires that a property arising from the combination of elements S pd
into a ynit be unpredictable,'given both £u1% knowledgé ‘of the proper-* .,

ties of the elements and full knowledge of the relationships'along thea -

in the larger unit, before he will call it an emergent property. In !
his. definitioh an emergent property cannot be understood byhexa-ihinz \
the systen—in which it is observed It is a new property, it is emer-

gent, it cannot be explained. We disagree with his approach on this

point. [Nazel 1961].) An example of an emergent property would be the

the way the protons, neutrons, and electrons are arrsnged in ‘the atons.' . L/)
of the element. The properties of oxygen, for’ example, are not _seen

in any proton, neutron, or electron. But put the right conbination of

them together aF~hlook at the combination instesd of the parts of which

‘it 18 made, and you have oxygen, with a whole new set of properties,

even thqugh the protons, -neutrons, and electrons are still there, and’/
still protons, neutrons, and electrons,

Our ‘definition of levels makes use of these concepts: If, .-
as a result‘of allowing a set of entities to interact, there are e
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properties observed that\are different from the pr%perttes ‘of the en-:- .
tities, taken independently, the set of entities is said to be at a
higher level than the entities making up the set. In other words, if
there are éergent properties in a set of elements, the set is at a
higher level than the elements of which it is made. The emergent pro- -
pertiea fgrn the basis for the distinction that is meant by "level "
'If there are no such emergent properties, no distinction can be nde,
~and the ‘set of elements is not .at a higher level than the elemeats
themselves. If this is‘the case, it is only necunry to understand
the individual elements making up the set if’%ne wishec. to understand
the set. On the Other hand, whep studying an interactive set with
;urgent properties, it is necessary also to study the way in which .

the elements interact witﬁ each other when /tﬁy are in the set.

~ . (f) Levels vs. types. Another di_ctinction: Levels are not o
¢ - the same as T)%ea, as in Russell's Theory of Types. In the latter,

any set or class is of a higher type than the members of the set or
‘ - class., In the present definition of levels, however, the set is of a
~ higher level and only 1f it shows properties different from those
" observed in *the elements taken independently. In other words, levels
are closely related to interaction: "'t:l:'xe more bthe members. of the
class interact ,.. rather .than coexist, the more does the anpet‘ordinate
. group [the class] become (Eue individual rather than a collection of
L ... individuals" (Gerard, 1968, p. 53). In the latter case, no nev
| ' ' level is observed; while in the for-er, a nev one is, and is bued on
the distinction allowed- by the e-ergent propertiec -~ the propertiu

-

+

' resulting froa the interaction of the elements.
3

. (8) A varning, A}x inportant notion to keep in mind is the
arbitrary nature of any distinction-called-level There are probably "o
an infinite"number of ways in which ‘a system can be described that oo
préserve the assential distinctions demanded by the definition of
level. The delcription that focuces on significtnt (mful valid
consistent) uergcnt ptopertiel will be lﬂuly to be arrmged into .-
" descriptively signifiéant (useful, valid, consistent) level‘s. Hhat s
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.. the page? By striking a key with my finger. Isn t the interaction

. 52, ~.
useful will depend on. the goals of the invesdtigator of the systen. K
What is valid will depend on the perceptual and analytic abiities of
the investigator; and what is consistent will depend on the proper choice
of membership criteria —- if these are anbiguous, the description will
be anbiguous, and distinctions will ‘be neither continent nor consistent.

N \

3. Interdctione Between Systems: The Forn/LoLic of Infomtion _

In\ order for there*to be interaction betweéen two entities, )
we said that there had to be/;o} kind of covariation of the entities. o ’
An important class of interactions includes all the cases vhere the

entitiee involved in the relationship are thenselves complex systems,

A}

* The existence of multiple levels in the systems invoilved is the dis-~
tinguishing characteristic of these in_eractions.

L}

(a) Interactions and levels./What does it nean toasa‘y that :

twp complex systems are in a state of interaction? ‘It means that’there

is some covariation of the systems involved Very straightférward. ‘

But complex systems have different kinds of properties. Some are - -
* additive while others are emergent. Which ones a‘“re covarying, and

what 18 the difference? When I interact with the computer terminal

onwhich I am writing this chapter, the interaction -invblves emergent

properties. My conscious thoughts (an emergent phenomenon) usually:

¢

(sometimes I make errors) covary with the letters that appear on the

paper (an emergent property. of ‘the ternixial, ileterlined by ft'he way its
. parts are related to-each other; and by the way the computer was pro-.

grammed to behave) But how do I get ‘any single letter to appear on
between my finger and the key similar to the one between two billiard
balls collision course? Indeed, when. vieved at this level, the
interact}on involves uinly ’a'ddit'iv’e‘ properties, even though the same
interaction, when viewed from the point of vipw of the whole system,
.involves emergent phenomena, . < R

' -*These two kinds' of interactions are fundamentally different, /-
and this difference must be recognized when studying cmlplex systens \ {

/
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(b) Matter/energy }nterectionc vs. infomtion interactions.

The two types of interaction introduced above can be nore explicitly
distinguished ag follows! Tt\zirst )type :I.nvolves the covariation of
additive properties of the two Systems. Either the tems interact

'directll, estab ?hing the covariation of high level properties, or
" - they interact/at a lower level, such that an indirect covariation of

the additive properties at the higher levels of the sﬁtelu is -egtab-

"lished. These interections will all invdlve utter and/or energy. -

They are clearly understood by applying besic physical -ethode of _
analysis. An example of this type of interaction is eeen when one .
billiard ball strikes another. A second . interaction of this type

occurs when I am struck by a nilk truck when I attenpt[to cross the

| street. The momentum of the truck is partial /w/éansferred directly . "

to my body in such a way as to keep the total momentum of the system,
in'cluding both the truck and my body, at a constant. In these cases,
tht firct law of themodynanics is obeyed. .The total amount of matter -

and energy remains constant throughout the interaction. These int?-- .-

actions are called utter/energy interactions, becauee they involve
exchanges of matter apd/or energy. : e

The second type of interaction involves the eetablishn/nt of .
covarintion betueen enegent properties of the systena Since energent
propei‘tiee are due to both the propeﬁies of the elements at lower
levels and the way they are related o each other, interactions involv-

ing emergent properties must involve both the elements at lower levels

"and the relations/between them. 'rhe interactions with the lower
‘elenents may be natter/energy internctions. The effect;of tle inclusion

of the relationghips between the elements as we move fron 16w to high

' levels ‘18 'to make the actual form of the covariation at the higher
" level difﬁerent in a cynciel wvay from the one at the lower level,

Sgecificelly; ‘the actual. form of the variation at the high level vill
be detemined by a combination of tlie form. of the interaction at the '

’ lower level "and the form of the interactions between the parts at the

lower level, . ) . ] .
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This\is'reafiy quite simple, and can be clearly illustrated
with the example of the computer terminal. The covariation at the

high level involves a matching of ny conscious thoughts with the letters

4

that appear on the page. This covariation is established by my strik-
ing of the keys of the terminal. When I strike a gsrticular key, the
thing that causes the particular letter to appsar,Jls the way the parts
of the te 1al are arranged. If I change the, connections hetween )
the keys an the letters, different 1etterp(;ill appear when I strike
the same keys. If I change the ‘program governing the way the-text :
éditor works, some letters may even cause the entire text to be erased.
_Due to the primary interaction at the matter/energy levcl,‘combined ‘

- .
with the particular organization of the machine, the secondary covaria-
tion involving the particular letters that I waﬁg is established at
the higher level of the system. . P

- These secondary covariations -- covariations at higher levels

involving emergent properties, and dse to the primary matter/energy °
covariations at lower levels —— have some unusual characteristics. Onc‘
is that the conservation law does not have to be obeyed in these inter-
actians, although at every step along the widy it is obeyed. The reason
for this is because the system Iay have its own source of energy, which
is inciuded in the process because of the way the parts are arranged,

This is the" case with the computer terminal, which is electric: ~ the

- letters strike the paper with much more force than my fingers-strike

the keys. It doesn't matter if I, press the keys harder; the letters
strike the paper vith the same force. A second ‘unusual characteristic
-of these -secondary covariations is that they are arbitrary, in the
gengse that they depend on the particular organization of the parts oﬂ
the system, and not only on .the forn of the primary interaction. Be-

" cause of these characteristics thteractioms”involving secondary co-

.. variations of emergent propertics are called "information" interactions.

(¢) Information. This choice of names is consistent with-
4 - . o
other models of information. Deutsch (1968) writes that "Unlike
'matter' and 'energy,' 'information' -- that is, the pattern that can

- > - -
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- whole,

g L . S T,
be ebetracted [fro- theee exchengee] -=- 18 not gubject to the laws
It can be created and annihilated" (p. 392). other

‘definition of information requires thet "marker" bearing a petz'l T
be exchanged 1n ihfomtion exchanges. ’I‘he marker is not the informa-

' tion, but beere/she pattern, which is the informatfof. Berlo called ,
infomtion petterned uttet‘/energy." In ‘an inﬁorution mterection, ~
the unitg at thWevel of 1n,tereotion, that is, the units - . -
involved in the uttet’/energy part-of the interactiom, would be the

.urkers bearing patterne which are’ ":I.nfomt:leg o the eyeten as, a .

ion is ettictly
utter/energy, ‘while, in the larger world of the system which is con-
nected to the elements by emergent phihonene,\;,he intereetioﬂ may be

~an infomation exchangd\ For example, a 1light pattern :I.npingee' \

of conservation.

As far as thesetunits are concerned, the intera

 your rétina. This 1s a purely utt%r/energy mterec“on, as far
the cells of your retina are concerned. If the pattern hap
form letters and worde vhich make a’ e&tence, -the lerger systes

the person }lﬁt 4\ you may "receive gsome information" from the. inter- o

. al¥eon. Whether or ndt this is the case will be inpoeeible to te11
by looking at your retina; it is necessary to loo&: at the way the
retina fits in with the r'eet of the syst'en, beceue’e’ this is the context
in which i;/functions, and the context in vhich the ieterection mst
. -be :I.nte:.'px.'eteg7 | . | - o
This framework suggests a different mterpretetion of "infor-
‘mation" than the purely quantitative one of Shannon and Weaver (1949).
‘ Thedir framework was one in vhich only the relation.between the obsetver
and the pattern was important. The fj'e-ework here is one in vhich the
parte of the system at-one level are related to the\perts of the system
In tl‘ti\e model, the felative positions,” in terms of
levels, together with ‘the epecitic nature of the ;_elaéionshipe of the
perts at one level to the parte .of other 1evels. are important., The

t e

’. at other levels. -

NU

observer is deecribing what he sees (or thinks he sees) of the cross-

+ 8 level relationeh:lpe, bu{ he knows the statements he makes are depen-

dent on the reletionehips betweegvhm‘elf and the system. . -

ad
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. One point suggested by this nodel (perhaps inplied in its

’ definition) is that infomtion intersctions Qfn only take pla(:e in®  ,

systems of complexity sufficient to sllov the interactioms to take .
phce at some level lower thsn the level of the systems themselves. )
This 1s because infomtion is represented as patterned sequences. s
which are conveyed thtough the nrkers vhich are exchanged in- infom-
tion trafisactions. The markers mst be at a level lower than the
systu as a whole, or else the qstu would be -capable of receiwing ,
zero information, since it would have to covary identicslly/’ wig.h the
marker if it were.at the same level." On the: otha?‘hand utter/energy ¢
interactions may take f1lace at the same level as the whole .sqsteu, and
thus complexity is not reguired for those interactions. ° P

Another point is suggested vhen this model is examined in the

‘ light of Ashby's Law of Requisite Variety, vhich states that uncerg(inty )

in one system can only be colpensated for by another system to the
extent to which the coupenbsting systsn "has sufficient variety. In )
othex: words, ‘variety can only be destroyed by variety" ‘(Ashby, p. 135).
Applied to systems in the contex/ééof our -odel &he lav says that if

y

a complex system is encountered a simpler one, the covsristiop

’ estsblishsd as a result of their interaction can be at a: level that is
‘no higher than the highest level of the simpler systeam.

A simple system
cannot intersct with a complex one because there -1s not enough variety
in the simple one to accommodate that in the complex one, Therefore, .

&

“interact with

it forced to encounter units of greater‘co-plexity, elements

>~

1

-~ of those units, rather than with the unifs as

wholes.

<

-9

-

A general intetpretstion of this lay for matter/energy systems »

reads much 1ike Russell's Theory of ‘Types (19

, which would say that

elenents can intersct only with other elenents oirt:e same

]ﬁxity .

K_ If forced tq encounter a unit which is a set of elements o /éimilar ]

~

. complexity, the firat A;euent will not interact with the set as a

v

whole; rather, it 9111 :Lntersct with a

er of the set.

This restric-

t:ion seems to hold for mtter/energy systeus, but feils completely when

'infomtion interactions are sllowed The nsture of this failure and
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"the reason it is of interest are due to the vay infomtion is related
to uttera/ﬂergy. Recall the distinctions made earlier: 1) inforu-

below the ,level of the system, on which the markers bearing the patb
_terns which are the inf_orution are ‘exchanged{ in order for there to
be information exchanges; 2). the effects of the exchange -of matter/
energy petterne at lov levels must be conveyed to higher:-ievele
'through emergent properties created by the interaction of the 1over
parts of the system. This i.lpliee that, in any mfomtion exchange,
a thorough underetanding of offe ‘of the interacting systm 18 not suf-
ficient to predict “the effecta of the .exchange on the other systenm,
. unless the two’ interacting syatens are identical. This is a direct
result bf the  arbitrariness created by the eaergent properties demanded
_ by the definit‘!.o-n of information. It also’ implies that® the pattern :Ln
the exchanged markers is free of information unless viewed in the con- 7
text of the eyeten which’ processes’ that pattern, There is no neening ’
in the pattern. It is impossible to measuré the information contemt |-
' of the pattern, as long as the nature of the system which must process ’
that pattern is unspecified.. -
The interdependence of what we have been celling "informt:l.on"
= and the system in which it has exiatence/can be obeerved/cen»be -eeeured/
s . makes edifferenee cannot be underemphasifed. Infomtion wvas defined as
something that required some kind of patterned matter,/energy. It has
also been defined as a 'difference that makes a difference." This
. alternetive definition implies that a context is. needed before ‘there
can be infomtion. This context.is the system in vbich the pettern
"makes a difference." Therefore, any pattern may become informatiom,
if there is a system that can process it correctly. This 1is not to uy
» that, for a given pattem and two proceeeing ayateaa., Aand B, ‘te’
"information" "extracted" by system A will be the same as ‘that -extracted -
by system B. Indeed, system A 3 be a subset of system B, so that in
system B there is an extra level of emergence transforming the output
of system A, which reaulte in a higher order of "{nformation" frou the

' same input..

A
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Depending on the way the parts of a system.are interrelateh
at each of the many levels there may be in the system, a given matter/

energy input at a low level may have differing effects on the systam,
Sone inputs nay remain at the level of matter/energy, influencing higher
levels only through additive properties; while others may be processed
as info:nation, influencing higher levels through emergent properties.
Others may do both. '
CONCLUSION ' , ; . 4
In this chapter we have explfred the form of complex systems
Although most of the discussion was concerned with the establishment
of_a‘ptecise vocabulary through the explication of some-crucial con-
“cepts, we did point out some general properties of systems. The
‘importance of some of these properties -- especially the ones restrict-
ing interactions b%fween ‘systems of diﬁﬁerep& types ~- will be bréught
out in the next chapter, when we look at thé’processes)of observation
arid dhséription. : . : T '

°




CHAPTER FOWR .

THE PROCESSES OF DESCRIPTION AND OBSERVATION:'
, ACCESS TO FORM

AN

.
T

’

In the first chapter of this Part, -we exenined the form of
systems. We chose to start there beceuse we felt' uneesy about the way
people have looked at systeus in the pest, and because we felt thet
our dissatisfaction was caused lergely by an apparent rismatch between o
systenms and the wdy we perceive, observe, describe, and (mis)understand
them -- in short, bjceuse we don't know how to "look" at them. In this
section we discuss.the process by which :aneetigators gain access to
the form of o;stens. the processee of description and observation:

He contend that a mejor goal of all science is to provide
accurete, usefz\xl descriptions of phenomena in the vogld. JDescriptions
allow us to understand, to explein,/to predict. More and more, we are
faced with p"roblena involving complex systems: the économy, congress,

* towns, corporetiont, school systens, the arled forces, the United '
'Natiog.s. Cletrly, we would benefit greatly if we could understand,
explain or ‘predict these systels’gu If we could provide ourselves with.
the right kigds of descriptions of thesé systems, we could do these
things. - “: i . : , ‘

T, We contend,z therefore, that an understanding of the process
1 by which Ve provide descriptions is & funduental necéssity. °But first,
we must understind what a descr;lption is -- whet is does, how it is

' conﬂ?;ucted how it is related to the f,om of the thing ebeiqg deecribed.,

\‘ln our description of the form of descriftion, we make use of the
inely&is of\ggwn, in The Laws of Fom- (1969).

L4 .

- a . P

- “ PV !
(’T Dietinctiou, veluea, motives. All things have their
own form. Form may be equated with dif\fer.ence. If the universe were

uni,fotnly honogeneo?s, "with’*no dlifferent/es nothing could be perceived'

59‘
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everything would be the same. There would be no objects to be.studied,
no observers to examine them, no form.

Descriptions are based on distinctions. A distinction ig made
by an observer who perceives a difference and points it out. The difé
_ference 1s the basis for the distinction. Wherever a dif erence exists,
a8 distinction may be lade by an observer’who perceives the difference. -
Any difference that nay be perceived may be codified as a distinction.‘

The  drawing of distinctions is an arbitrary process, governed
not only by the form of the thing being described or the attributes of
the observer that allow differences to be perceived, but also by the-
motives and values of the observer, for diqtinctions cannot be drawn
unless the contents are seen t0‘differ in value — and vithout motives,
there can be no valyes. . N )

Implicit in any de;cription, then, are motives and values. |
Why were these particular differences singied out’ds important, when an
infinity of other differences could be perceived instead? Beceuse the
motives of the observer defined & set of values or value differences;
that mattered. For example, I may distinguish between the two ends_ of
a pencil (or between the ends and the rest) if you ask me what it is
used for. "It is used for writing and erasing." But perhaps you wanted
to know how much tne pencil weighed, or what kind of tree the wooden’
part came from. These values would be relevant for other motives.

‘The description 15 related tos the thing it describes in an
abstract way. Whereas thie form of the thing. is completely manifested
in -the thing itself, only certain selected &ibects of the form are in-
corpor/ted in the description. The desctiption is inconplete.

The ‘form of the thing being described is continuous vigh the
thing itself. There are no distinctions or discontinuities in the form;
these are introduced by the observer, who makes distinctions. Distinc-
tions are discrete: abstracted, codified perceptions removed from the
thing being described. Since the description is based(pn distinctions,
it too will be discrete, and not continuous, as the form is continuous.
The description is inperfect. ’

v * .
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' (b) Deserigtions and complex systems. Since the form of
complex systens‘,is cm\plex the descriptions ve make of these systens
nay also be co-plex. we may hase our distinctions on several kinda of
differences.; Fira.t, for example,’ we differentiate” between the system
and its environnent. We might cald the points'through which we draw\
the distinction the "boundary. ' Next; we may differentiate the system
es a \hole to diatinct parts, if these parts differ from each other
and from the vhole system in ways that are relevant to’our motives,
Furthermore, we may distingdish between different parts of these
parts .. Ma all verticel distinctions, where we are differen-
tiating between units and parts of those units.
» - Alternatively, e may differentiate horizontally between
classes or sets of parts, at any 'level in the system, Obviously. the
level of analysis we choose will specify the units we vork with, which, .
. in turn, will determine the kinds of distinct{ons-we make ; Moreover,
" the: description we get using one set of distinctions will not be the
same as one based ona different set of distinctions. Yet both are
descriptions of the same systen, which has only one for-. The distinc-

tions must be equivalent in some sense, u

(e) w ( Perhaps an exmple will help make the com~

.,plexity of the situation clearer. Take a relatively einple co-plex
system' a cupful of boiling water.. Water is made of wa?er | ') culu,
which are made .of hydrogen and oxygen atoms, and 8o on, The boiling*
vater is a "liquid.™ It "flows." "It "eonforms" to the \c\npe of its \,
container. o1t is not "compressible ." However, if ve examine the part
of which it is made, nanlly the molecules, it dbesn t even make unse7:
refer to the properties of "liquidity" or 'a'inconpressibility." “You \
'cennot "boil" or "“pour" a molecule-of water, ‘although you can "boil" -
"pour" a cupful -of them, . :

What's going on Kere? Sinply this: ‘l'he property of “liquidity"
with all igs ulociated characteristics is an energeny property. It ie )
due to the interactions of the parts. of the syaten == in this case, the
‘molecules. We could haye deecribed ‘each of the _wolecules in the cupful
of boiling wvater, and this delcription would have to be coneiltent with

Py
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the one where we described- the vhole cupful instead. \lf we had focused

on the individual molecules we would have found nothing strange abait

the behavior of any single one. However, we would not have seen any =~ .
evidence of "liquidity." Only when we look at the whole set of mole-
cules, and‘treht the set as an iﬂhivigual object,‘would\ge gsee the

object —- the cupful of water — boiling, - N

[

(d) Alternative descriptioms. Thig\odd situation, where
there are two equally valid -- but very different — descriptions of

‘the system, occurs whenever we examine a multi-leveled system at an
interface between levels. | . ¢
i Because of the e elem%pts interact, ;he system one .
level up "behaves diffepently." In‘the example, there were emergent -
properties which we usually identify ;s the characteristics of water, .

What we mean by "water" in wost cases 1s "enough water molecules to .

allow the charectebistic emergent properties of water to be nanifeeted " // v
It 18 not that the molecules are dralatically different in the context \

of the more nacvoscopic "water"; wmather, we are used to seeing large N

numbers of water nolecules, where we can easily observe the results of -

their interaction on a gross scale. These reeults are so predominant
that,-in the case of water, we 'see"” mainly emergent préperties.

This idea of’ alternative deec:iptions provides a nore conplete‘
way’ of looking at levels. There is nothing contradictory or lyeterious
here; although the way in which a deacriﬁtion at one level is related to [
one at another level may eot always be .clear. Ihe shift we make bhen‘ T : g
goinz from one leVvel to, ano:her is ‘a shift fron diecrete descriptions .f
of individual elements to statistical descriptions of sets of elenents.

" .v.. [W]hile in classical mechanics the variables of system state are
. associated with properties of the individuals postulated by the .theory,.
in quantum necﬁanics‘the state variable is associated with a statistical -

property of the poetulated elements" (Nagel 1961, p. 308), At the low .
level, nlisht:\i:;i:::fgulatq, like molecules of Hy0. ~At the next level o

, "light" ' 1s a phenomenon, much like water is a liquid. These ) e
are ' two alternative descriptions<pf the same thing, each one equally ‘ ./
valid, I : -

.
? - -
/‘ -
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(e) Transformations. Ho$ can we go- from one level-of de-

-

scription to another? The transformation from a low level to a higher
one seens to require 'a statistical process, whereby properties of.'the
aggregate are de®¥ribed. According‘to Nagel, we can cnpracterize the
system " ... in terms of certain statistical properties of the indivi-
dual,motions of the molecules.” These statistical properties are repre-
sented by statistical parameters; and it turns out that a nunber of
these- paraneters are associated with magnitudes of observable macro-
scopic properties ... " (1961, p. 291). It seems to be possible in
some cases to predict what the properties of the higher level should
be, given a knowledge of both the properties of the lower level elenents
and the way they interact.

Going up levels, the. transformation seems to be determinate,

v, ip much the, same way that there is always a unique mean for any set ‘of
numbers. We might call each possible arrange!'nt.of the ;icroscopic
components of the syatem a "microstate," and similarly, the experimen-
tally identifiable properties of the system as a whole the "macrostates."
Then we can develop a theory which " ..l explaips the occurrence of _the
nacrostates of a system in terns of assunption concerning changes in

“the microstates, 89 that the explenat v ds upon the institution
of correspondencés between macro- and microstates. -~However, the cor-

- respondences are nsually 80 specified that to a given macrostate there

' corresponds not oné but .a large number ‘of different microstates" (Nagel, b

* . < 4961, p. 314) Because of the -any-to-one nature of the relstion, : '*
trsnsfornations in the other direction ~- from higher to lowet levels -
are not 8o easy. Indeed they mayebe inpossible, in the sanelway that
it is impossihle to tell which numbers were in the set of numbers that

had atmean of 7.239. . T -

S . : o | 3

kf) ggobl . The statistical nature of the reiation be-,’
tween micro- and macrostates is not the oniy difficult ve are faced with.
The description of the1nicroetates,’like all descriptions, can only be
© an abstrsction fiom the actual objects being desoribed. Althoug the
. microstates nay be continucdls, their descriptions will be discrete, and

- . . -
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thus imperféctl There may be many aspects of the microstates that go
together to produce any given macrostate; some of these aspects may

be left out of the microdescript%gn. Unless the microdescription is
cofiplete, it may not be possihde to derive the macrodescription/;rom

" it. What is more, some of the relevant -aspects of the micrebtate ma

not be evident in the case of individial elements — they themselves <!

may require statistical descriptions. . c o i -~

P

We can begin to see how the process of description’ is made
more difficult in complex mnlti-leveled systems At each interface

between levels there are alternative descriptions --.one describing

' ég’:hé microstate and the other describing the macrostate. Usually, the
d

’
.

escription at the higher level will be simpler, 'more elegant. For
example, different descriptions can be used for the process we comshonly
call "thinking&" In the higher level” description, we would perhaps
talk -about the,tOpic of the thoughts, or the logical process that ve
werentrying to accompligh.. At a lower level, we would talk about the ¢
, neurons that were firing during the processi "Clearly, the description '
at“the higher level'is simpiér. It is more easily done, and more easily
expressed. It describes the system as a whole, rather than‘as a large
.nunher of parts. However,” it does not provide any'information about
the microstates -- about the lower 4eve1 elements ~- the neurons. ]
In this case, as in most, the transformation from microdescrip-
tion £ macrodescriptidn is determinate, although the one in the other
' direbtion is not.  (There are many kinds’of thought processes, and they

all i‘nw‘IVe different sequences of neuronal firings.)

"2. The Process of Observation

In order to describe a system, ée neéa to belinformed about it

The latin root for the verb "inform" - in+form(are) - gives a clue as

to what it means to be informed about something: literally, 'within! +

. "forn" -- to have within oneself the form of the object. By, "the form"
. of the object, we mean the basis for all the distinctions we could draw

about the object based,on differences that can be perceived in the
."object, This is exactly what'we:mean by a model — a model of something

has/is the form of the object it re-presents.

b
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Unless we are merely speculating qné ﬁlaying"yith ideas, pur
models will be based on the results of some observations we make , In
daily discourse, when deeling with common‘situationslue are familiar
with, the'observatio; process seems to be so straightforward that it is
usually igndted. 'If we want to know if it isi%gining, we look out the
window. If we want to know how a car works, we -look under the hood.

When we want' to learn how a compléx system 8, houeve{, we are faced

‘with a different kind of'situatiqn altogethd?. An understanding of

,how we make observations and what we can do with the results will help '
us see how we are limitﬁd in the 6bservation situation, an understanding -
of the sources of limitation will allow us to develop methods that in-
trease our observet nal capabilitiee. We begin this section, then, with

an examination of the obgservation process.

/
BN - ‘ . 4

(a) The goals of observation, When we want to understand

something, we observe it: Wq do this because we do ‘not kiow what the
object does, how it wotks or-how. it is put together, We have some
uncettainty about the object. The main goal of observation is to re-,
duce this uncertainty. When ve ha e done 80, we will have an 'under-
standing" of the 'system ~- we willxb'

we will have built a‘conceptual model which incorpbratea the form of
the systeﬁ. We can then use the nodel to predict, describe; or explain
the behavior of the system. )

"{nformed" about the system -~ °

. The model {'s 4seful because it eirrors the system it repreé\
sents. It is isomorphic to the system i such a way that it can be
used to predict or explain what the\\systen will do 4in a varief® of
circunstances. It can also be used heurigtically, to understand pro-
petties of the system that were no dent=before the model was

veilqble. ' ., ‘ i

) The observer will usudlly b with an informal model," in
which there is much vagueness and little explicit deﬁeil.- This is’
_because the observer is still uncertain as to the structure and func-
tion of the gystem being obsetved " The goal of observation is. to reduce
this uncertainty. Hhep this has been done, the model will covary with '

its referrent -- this is what it means’to _be isonorphic.
>

I'4
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(b) Observation and interaction. The reduction of uncertainty

— the establishment of covariation ~- is not only centnal to the obser-

vation progess; it is the basis of the process of intéraction. In -

order to observe a system, it is necessary to interact'with it, In

order to get data that indicate how: the system responds in such and

such a situation it is necessary to observe it -- to, interact with it, '

How else is the uncertainty about the system to be reduced? 7
. - Aren't there situations in vhich we get information about a

system without interacting with it? For example, I don't have to dnter-

act with the sky to see if it is raining, do I? Although the answer -

may seem to be stretching the point, I do.\ One aspect of the sky is the

way it alters the light that passes through it. Unless I get in thé.

way of some of this 1light, so that it lands on the sensitive parts of

my eye, I cannot see the sky to tell if it is raining or not. True,

this kind of observation/interaction doesn't seem to have much of an

effect on the system being observed, but it is an. interaction. What if

I vere blind?- I could listen for the sound -of rain. But then I am

interacting with the.sounq waves .,:. Unless there is some'iind of -

connection/interaction between the observer and the system being ob-~

served' there can be no observation, no daén can be collected, and the C
uncertainty the observer has aﬁout the system cannot be reduced. Thus, - (:\\\\

it.is necessary to interact with a systen in order to observe it. .
+ °

o

(c) Observati& in complex systems, We are interested in
observing complex systems To do this, we have to interact with them

to get -‘the data. How do we- prbceed? Do we treat the system as a single.
unit, and interact directly with the whole? Do We interact instead with
the parts of whitch: it is_made? Or wsth the parts of which® the parts are
made? vaiously, we bégin by making some "decisions. Our goalay in o
termg of just what it is we are trying to understand, will help us de-
fine the system in clenr enough terms so we c4£ rule out a number ‘of
approaches ‘before we have begun. If we‘want to understand the struc-
‘‘ture of the system -- the way'§ its parts ‘are organized - we won't be ) ¢ _§¢
o

very Interested in the way the system relates to its environment, or to

’ . -~

}'l ) ) ! T ’ ’;,.
K . ° ' ,
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other ayatens like itself in the environment, We will, however, be
very intereated in factors more directI;\related to the organization of .
the system. We 'will look at the kind of parts it may have, for inatance,
and we will want to know some of the propérties of these parts, to see
if they providé_e better understanding of the way they can be related to
‘ On the other hand,.

if we. uant to see how adaptable the sybteu is, we will want to see how
We¢will

" be more interested in how the systen as aeuhole b¥haves 'in a variety of

one another in the context of the whole system.
it responda to environmental disturbances of different types.

situations.‘ . )

A clear statement of the goala of’thh.inveatigation will' help
%Pvdecide both how to define the syaeem and also how to "enter" it —
how to interaCte;ith/it to get the data that will be useful. The deci-
aion of Row to efiter. the ayaten is influenced by. many factors which can
. best be understood from the perspective provided by the basic systems '
_ concepts we outlined eerlier. Since we have a conpleil\zotel, ve can
enter it at any of its multiple levela, that is, we can obtain our
data by interacting with §Pe system.at any level we choose., pur choice ¢
of entry points will determine 'the kinds of data we get. This choice
is limited both'hy th;‘c;;;E{pinta that are‘due to bropqsties of the °
system and those that aré- due to properties of the observer, "who himself ~
is a complex gystem. The next part of “the aection will discuss thes
onstraints. *

~ 4

\_‘i\ . ’

3. Constraints on the Available Data

In this section we will see how the goals of,thejgheerver
together with certain organizational characteristics' of the syste- are

logically related to the process of . observation-and description in 7
complex systems. > . t
‘ (a) - 8 of the observer and levels of the system. When

= A
system at a certain level we gét data which describe

the system at that lével,

we interact with

" Therefore,’ if our'goal is to understand the
system at a certain 1eve1, we should enter it at that level. . This is

B

\;1.

4\3.
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the most basic oensi ration hen’ choosing an entry point

Thistmay not

be enough,. howevera Al ough data from level X may llow us to, describe

the behavior of th system at level X, it will usually not_provide an
understanding of wh the things observed at, level X are the way they

are. To achieve a sat
A~

level, it is usually necessar
" level., Additionally, it may be

t onef6T two levels -above the target

three levels directly under \the tar
very helpful. to see what happ ¥
1eve1 This will allow the micros#opi details of the lower levels to
be seen in the context of the more  macro opic details of the higher
ones. ‘ . l
Let's say the,target system is a halftone photograph in a

s the different shades of
black ‘and white that make

But we cannot understand why the different areas in

newspaper or magazine . We can understand h
grey were achleved if ve examine the dots
up the picture,
the picture were different shades of grey ess we see how they fit
into the ;arger context, of the whole picture.
shades will be highlights, while others will be shadow. All the\dots

together will form.a single picture., Again, we won't know why that

In that context, some

particular picture vas used unless we examine it in the context of the
story it illustrates. Similarly, if we'want to understand the behavior
of a person, we will learn how different motions are accoéplished if
’G; examine the physiology of the person; but we won't know why aﬂy
particular gsequence of behaviors was ‘executed unless we put them in |

the larger context of the social system the-person is embedded .in.
‘ - ’ . / - /// '
(b) Emergent properties in the observation context. ,One

reason/for the requirement of looking at multiple Ievels is that the
properties at any given level may be ‘emergent, and thus dependent on
,morewthan just the properties of the eiements at lower levels It 1is
much easier to wqtk with emergent properties at the level on which

they operate than it is to work indirectly through 1ower levels. In
order to "reach" the emergent properties indirectly, it is necessary

+ to understand both the properties of the elements at the lower level

Y

L

ing understanding of what happens at a general
J to examine the system also at the &wo or
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the way those elements are B 4

e;ated to each other.

[l
-

In this way, it\ ,

is possible tonqredict emergent properties. To do so successfully,

hogever, is a difficult task.

mey be related Yo each other in complex ways that may be difficult to

deschibe or obsgerve.

fluence the emergedt pr0perties at higher levels. Unless the proper
of these aspects is included, 4t willanot be possible to  pre-

sub
dict the emergent properties.

This is because the lower level elements .

Only some aspects of these relationships. may in-

A

s

. When “the * system is examined at multiple levels, however, it is.

possible not only to predict the

characteristics of the emergent pro- . -

perties, but also to verify the.prediction by comparing it with the
predieet

actual observed properties.

/
*

So.far the discussion of _emergent properties has centered on

<
. the possibility of explaining or

collected at lower levels of the

‘understand an emergent property by coming at it from above, with data
collected at higher levele of the system? Generally, this does not

predicting them from below, vith data

system. Isn t it alao possible to ‘ F

seem to_ be Easily dotie. Consider«what it woild mean: we vould. be.
qmakihg\inferences about } proper.y at & lower level from data describ-
ing a higher one — we would be guessing blindly about the complex ' -

origins of the emergent .prbperty.

from two sources -- the properties of the lower level elements and ’

.the set of relationships between.
~Would we have to guess abo?t the
.but also would be guessing about
even though their very existence
- obtained from their level.

- - . Y

. (c) . . Alternative

J

descriptions: 'descriptive asymmetry. We

LTI

Recall how these properties stem

thé lower level elementq, Not only
properties of the hypothesized .elements: A
‘the way"they were related to ome another, . , - =

% > A

is uncertain, since we do not have data . - ’\i;:

. sald .earlier that whenever we look at a systent at a hierarc?ical inter-

face, there will be alternative descriptions of some phenomena -7‘

”~

ar T e

descriptions that will be equally valid, in spite of their great differa\ %

ences. Generelly, the deecription at the higher level will/be much .,
. more elegant ‘and simple, but it will not provide much ingprmation about »

-y g
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the lower level aspects of - the situation. For example, 1 can describe
an operation performed. ‘on a computer in different ways. I could say -
"complement the bits in word 504432, " Set all the bits in the fext
word to zero. If the first bit in the word wiéh the address whose
value equals the contents of word 503325 is a one, complement the rest .
- of the bits in that word cee " Altennatively, I could' Bay "multiply
the value of variable X by valu@ ofsvariable Y, .Jf the result is
positive ... " Each deéc::::i a mathéﬁatical ration. Clearly,
the second. desﬂription is more elegant although it gives no informa-
_tion about the dpecific bit operations that are done when the multipli-

@

) cagi!h and test are done. Furthermore, although I could arrive at the

_ second description if given theoinformation in the first 1t would be .
impossible for ‘me to derive the first, giVen the second. R

) Alternative descriptions are,related to each other by a

statistical process. When moving ffom the lower level to the higher -

one, .we shift from 4 focus on properties of individuals to a focus on.

the properties of the aggregated’ individuals. The description of the

aggregate is the higher level description. Although it is possible to

transform low level data'to higher level data, it is not possiblé to ,8°

‘ in the other direction -=- given the charactefistics of an aggreagate,
\\\it is generxlly not possible -to derive those of the individuaxs in t
aggregate. "Ror this reason, " data’ from levels lower than the target/pn\\\
level are more valuable thdn dqp.}from higher 1eve1s. g

3

(d) Summarz. To summarize,git is desirable ta obtain data

'by interacting with each of several levels in the system being observed
-- both from”the levels immediately below the target level and from the
levels directly above the target level. Becatise of the way the low
) levels are refated to higher levels, i,ﬁterms-of bothﬂfunctional .
arrangement and descriptive characteristics data frem lower levels,is -
often more ugeful-and important than data from higher levels, iTthough ;<€;::\ -
the investigator 8 task is made easier £ data are also available from . i .
higher leve1s.' If data are only available from higher levels, it may ’ .
be hmpossible to make any definitive statements about loger-level )

.

phenonena Co.




4. Deéaling with Constraints -- Tools ’ :‘ ///-

. The main difficulty in the study of complex systems, ».espe-
cially uhen conmunication or "information processing'” are involved 1s
that data are often.not svailsble from the sppropriaté levels. ¥ It was
‘an understsnding of the logical nature of the hierarchigal interface -
that nsde this difficulty clear, afid ‘it is through this ssne,understand-

" ing that we can develop nethods that will allow us to go past so-e of

o the linitstions,ue are currently faced vith Once this has been done,
T we can.begin to solvé. some of the problens that nore traditionsl nethods
fatl to recognize. » e

" We find ourselves faced’with two kinds ‘of situations. In
the first, we have data from a level. ‘higher thau the level we wish to
understa%dc\ The best we-can do in’ thesekcsses is guess about the
lower-level pheno-ena ig which we are interested ' The .reason for this.
has been discussed earlier. In the second case, .we have data frém a

M " lower level "than the ode wé wish to understand. Manz\ situations in- * ~

-

4

volving complex _8ysteams, especially infornstion processing ﬁystens,

. are of -this- type. He consider two character!stics of the hierarchical.

i - interface:, (a) F rst is the statistical natureﬁofﬁthe relationship

between lower level descriptions and higher level descriptionsfof the :

same phennnena, which. suggests that any analytic nethodaudesigned to SRS

"provide high level descriptions will use statistical nethods, rether

than precisely exact ‘mathekatical solution-fiﬂding approaches. The

, exact pature df the statistical transfornations that should be ‘used,

. g ¢ .. however, fs not clear. In some cases, psttern-reco'niticn techniques

. > seem to vork best, A: any rate, &ore theoretical work is needed if we
N ,are to understsnd fully the logic of altarnative descriptions

o .(b) Second is ‘the fact that eaerggnt properties ‘must be exsnined i
the light' 6f ‘the relationships between the lpwerrlevel conponents of

. the- syste&‘ vhich suggests that any méthods designed to explain energent

TN properties at higher Eevels will exsnine the. relationships between lov-
- " level units., . Again, we do not yet, know how to. tell which properties ~
» ' _qf the. low-leyel parts ‘or which aspects of‘tﬂe relationships ‘between the

low-level~parts are iuportsnc in deternining the exergent properties.
oo This area also ne st more theoreticei exploration.

! f
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for sca:istical solutiods s.to -alternate desqscptions and’ includdeﬁ%he

network of relationships among the partg of the system for explanation

. " of energent properties auch as "information," . "tommunication,"

o =
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: , <Z¢; ' sfnucrunz. _THE ArPnAnAncz”br FORM . i
. * i ‘ » ~ e A o " }‘ ) . ' ’ ’ . .
' ' , ”» “ . ! ’ ' - 2 ‘ > . ?:
-Chapt Thr’ee' vas'entitled "The Form of Systems." Chapter Co
' 5 Four was about, YA, cess tg Form: The ‘Processes of Obaervation and T,
t . :, Deacri’pt*ion L thoae chapters ve were asking the questiona "What R

A are we. looking at?'{,xmd "How do we look?" In this chapter we ask
oo o "'What will form look like®R' The "fora" in this question is the same -~ .
‘ . "form" we have been diacussing atl along. Its appearance is structure;_ .
‘structure is how form vhich ‘has been observed 1s described. We will - 5 ]
examine the .meaning® of thia statément in some detail in later oectigna ' '
oﬁ this chapter. The discussion there builds on the ideas of the pre- ,"
vious two chaptere, 80 a reviev, of the main’ points discussed there . e

will be ugeful in setting the sgage. for our discusa'ion of- structure.
ol : . - - . »

-

‘ REVIEW “_'\? S )_". Ty S . “
- - ‘ In Chapter Three we talked about some general charac.teriatica
of complex systems., Although most che discuaaion there was con~ * ~ '_" ,
cerned with ‘the !evelopnent of a clear technicaJ. vocabulary through 'the
’ explication of a-get, of critical concepts, we algo. touched on sone : ‘

basic propertiea that may be obset’ved :I.n conplex ayateu It ie
thesge propertiea that are Sf interest here. If any one atateneut_

about sy_steqs in general is fundamental, it is this: The Eogtﬁa
‘ e both to- the properties of its parts and to the .
) . awag the parts are related to one /another . /In order ,to understand the : N
. S ) propertiea of A system, then it is necessary to aee not oﬂly wvhat L L
kind of parts it is made of, but ‘also how those partp, i,nteract with’ - e
.one another. ¢« : o -, . -

,. A proceae ,jtmduental to ‘the fmctioning of eyate-e is the

int:eraction process, which ve discusaed i terne of conatraint. There : ‘ S .
. /\/ ; i'conatraint ‘whenever theretis interaction or influence, Conatraint o PR
y .~ . ie-the flip side of independence. Lf a'set of obfects are independent
v . \ . b ) . B . - Y

— - . -

. . o 3
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of as otem are
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<, " A set of Mdeymden& parts éhows no emergent pr9perties

e

: , e
' S ; 74 v
* of one another, they do not interact with egch other. The degrees of .1
freedom of the set is egual to the sum. of the degrees of freedom of
tfe elements in the set. However if the elements do interact with
one ‘another,’ they will not be independent
tﬁis kipd“of set will be less than if the elenents vere independent
Y Q'l‘his redut:tif
We algo saw, in Chapter 'L'hree that if a system is to Mhve

prqperties different from t.}{e properties of its ‘pargs -~ ve called 'then 3

The degrees of . freedom, in

in degrees of freedon is constraint. ' hoe
] not be independent of one another.
. Singe the /

] (in fact ideniically) related
 t§ the size of the reductiod in,

a8 an index

energent pﬁoperties - the Apayts

r

to the amount of. conatraint (i.e
degrees ‘of freedon), the anoﬁnt onstraint can tie
of “the ldkelihood that the syst

perties. A system with no.co

as 4 whole will. show energent pro-
aint is-a syatea of . inde*ptndent uxrits.

" Such a system shows no emergent p‘roperties. It would be Qettz@ to e
study the individual parts naking up such a "system" than to study the " ’
system as a whole. N L s 7 - o

Thirdly, we saw in Chapter Three how infornation 1is related
to the systems which’( st process it. Ther an only 'bell infor-ation N
-sufficiently complex systems, for the "neaning" of infprmation is .

LY
’ “there" only because of ‘the way the)system ﬁrocessl it,} and we,viewed
infornation processes as emergen processes, requiring ﬁultiple levels- '
in the systen. The arbi :
"meaning" <-'is not a functiod of the siggel which :.s transnitted dp &
y tion of the’ cl‘anges An the

syst- as the signal is transfon{ed up or down levels in the inforna-

wo,.‘ “information exchanges; rather, it is a f
tion process: The exact nature of these changes. cah be explained only
it the set of relationships between the parts of the@\systen /at ‘each -
L lev\el ‘in the ' The difficulty of gaining this kind of
one of the .points brought ‘out in Chapter Four. -
*y In Chapter Four we talked about the processes of observation
and description.

put together and How they work -— and Chagter Four covered the way?»

4
. N i e ¢
: < ~.
- . . .
. . ) . ) ’
- »

sten is knovn,

Chapter Three -covered the. fom of systeus -~ how they




. % -the actual transforlation method Jthat is adoptea . Tt
N 7 v .\,
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in ‘which we may gain access to that forn._ We began by 'deecribing T
descriptiona. We said that all deacriptione are ‘'based on arbitrary
distinctions, dravn by the person-describing the ayete-. In ordet to
draw distinctions we need some way of getting fhformation about .the
ayetem. This is accomplished through the process of observation,
where the observer inter§cta with the system in such a way s to re- .
duce ;he ‘uncer:h!xhe._llne regarding some aspect of the system. All

. obserw,tions fequire, inte;:ectibn vith the systen being observed. ,

_ Now, inm 'Chepter Three we ‘;’ev some of the *limitations on ‘

interactions between tvo systems. An interaction involves the estab-

~ lishnent of covarianqe between the two ayatens._ Thia covariation na§

’ take place at. any'level cmon to the’tvo eystena ‘l'her abii:.ty of .
* the observer to eatablish and in\;erprét this’ coverietion in%such a.~
. ’,’ way as to gnaver the particular qu‘estien that was’ aeked will depen Lo

Very silﬂ.y; the logic of a1ternative descriptions ﬁ thet there may -
be * many desc%iptiong of tlie ene ayaten, each of whigli is framed fron

.+ a different level of analya:ls. We may. epeak about the whole eyate-, or,

_its parts, or their parte, and so on. The conpli'ﬁé:ip/g 1ssue here 1s ™

' the elergence of. apparently new propertiee as ve move up to _higher and\

. higher levela of anaLyeie me althbugh a uerodeecription must be oo
equivelent -to a -icrodeacrdption of the aane system), thia equivalence
"might, not -‘be appetent. Only if the -icrodeecription ie coeplete in its

. incluaion of all the reiev%mt aepecta of the parts of: the\ayete- will an
eqy valence be pogeible. The equivelence will only ‘be .seen 1if the nicro- o
de*hcription ie properly trmforped, perhape by statistical or patr.ern-k

‘ r\recognition techniquee, into an a],ternate nacrodeacription. The choice ‘
of aspacta to be’ included .or “excluded is.of pri-ary inportance, as 1

. o An” part oh the b.hoice of levele at which the ayeten is "entered. ER
.: i‘hia ia a cm‘lglex ieaue, because of the relation betveenxdeacriptione-' . "
) at-different Ieveia and the behaviqr pf the ayete- “at different ' ' B
. levéls A : CLTee BRI
) o Here the logic of alternative dea‘criRtions beconee crucial, -




~ . infomtion. I‘t s this. selectiv‘e loss of «detai:l that, allpvs macro-’

B Y. . x R 3
3/‘\/ ’ : th‘ opetat.ion of 3he aysten itsclf as deciaion—:aking units Btriv to o

B ) Y If a tranafomgr.ion 1is fotmlated and applied to a micro-.

. desgription, the results may be conpared to a’ valid Jacrodeacript’ion
as,a test of the fitness qf the trmfomtion. 1f a match isgb-
. «', gained, the transforution my‘be 'used as a model of the sfigten, in .
' t:ems of part-whol& relationah.ipa. 'rhis is a v‘ay of checking to see )
% . if the 1npox:tant and relevant .aspects’ are being includedt.in an explama- ¢
tinn of how the syoteu warks. ¥ - '
o The process of uoving from -i.cro- to ncrodescriptions vas
covered in some depqh beeause it v;a felt, to be, inportant for tvo
) reasons. Fitat At prqvﬁea a befter conceptugé understanding for .

the relatioﬁghip betveen a- deéc:.iption of a aysten and 2 description

’ of the parts of which’ the ayaten is ude., 'I'he relationship hel‘e is’ SRS DO

one of structure to funo{\'/et’s atructure is / naéro—concept'v%h\k;_

'”( " a parallel nicro-concept of fﬁnction. This conpax‘iaon will be uaedg g
ain i later chnp:e‘rs. Second t:he proceas pro\ridea a way of .work
yttenz where dgta are on]fy available from low levefs while N

sy 4) iptiona areéf dea:Lred 24 high levels. It mgguts the . baaic type

' ‘» of trmfomtiop thqt ahould be used to make the most; odt of the data.
i Specifically, the transfomatiotr nust be statistical vhere there is L
L. a 1oss 'of a great deal'of nicroscopic infon;ation &vhiéh is. useless '

at a mcroscopic )\.‘evel anyway) in exchange f'or & gain in ncmscopic

~ fo
descripbiona to' be useful. 'l'he principle of aelective loss df detail ’ .
.. 18 not- only ilportanc’ towbseryet:s of ayate-s' it :[s crucial also

cont

_ “the behaviot Qf the system: tnd\to nonitor iheir efggzcti :ua; .
. by por-

s’ of feedback uchanhu of vat q&; typu. 'l?he parallel

o ’ ",,.tance of- the éoncept both :o the 8ys;uq and to itg observer suggea

that the approach to the observation proceu éhich we/ have outlined
*.8% 7 here is'a coherent one’ -- the obaerver ia/bound by the same rules ad

[ . /

- the aysten "being obaerveds L Y
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.,{4i: . processes of observgtiou and descriptioqzy Constraint plays a cenfral

-4‘ ‘ « N e g
. R .
.

A ; T .. . ~ of the syqtem (inélu;}ng structure) are Yue to bath ’

, A r e
. e We begin with a discusi of the definition of structure as
) - devi"

. . - 1 ’ , . 3 ”
PREVIEW ‘ ' Lo R .
As the c!tle to this chapter implies we are ¢ intng R
structure as the agpearance of form. Structure is what the bserver 3 \

~ ot
seés, while form is what the system is We can never have direct . : R N

" accesd to form —;all knowhledge of form is iﬁdirect achieved
through tﬁe process of obsef&atiqng Thus, structuge -- .the '"image" . R '

i

7 ' of ‘the form built from information obtained tﬁrgugh obgservation -- is = §
" not the same as the form; it is the appearance of form. In this

‘o~

chapter we‘explore the concept of structure as it applies to the 7
general case of hierarchical;systems In this explication we adopt"

Y

y a strategy that. starts with these conceptsv\gs L . \\\
~ \ N N
(1) 8A basic definition of structure as deviation from chaos \2
. or,;snﬁanness, . .

- {

« 5 5,

(2) A systems rationale which says that emergent properties

Lo ) "7 the’ proPerties of the parts of which the system .is made -
e - -t . and te the way those psrts_are related to one another;
’ 9 /- .‘ an& ‘ + R ‘ ., - .

v o (3) ~The’ coneept ofjalternative déscriptions, which suggests
S . Lo : how ;to ‘go sfroma description at a low level to one of .
- . ’ & higher.-level. . N ' L , T |
B o e T
. y A e - N

We. conbine these basic concepti to’ obtain a notion(of system structure $

Al

wiich 1is solidly based iﬁ\the theory of obsgrvation. a

analysis and how to proceed, only low-level data.

ion from ‘chaos or .randomngss. After the basdic notion has been

- clarified we move on to. an analysis of structure from: the perspective 4
. of conplex,(nulti-leveled systems In this section we examine the\_ -

! relation betveen gtructure a%ﬁ/iorn, tying ip ‘the ideas’ central to the

‘role in the logical analysis, and’ in the next section ve suggest that
it algo 1is cdbtfal in, the" analysis of complex systens In this Part: we.

A . " Y

A

-'

t -

o ' * ‘¢'0~' 7. . , ‘ ‘):.‘:
‘s ! . . s . * N “ .‘
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|\ e,
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outline some procedures)that may be used to apptoach any complex system
when the structure and otganization are noc known. A flowchart fora
general "analytic algorithm" is ptesented and 1; isjlrgued that this -
. approach is’ appropriate for the general case.
4 . t s

14 s v "
5 —MSTRU‘ . ‘ a . Ca
g - We.will define structure as a deviation from randomﬁesé or- .
chaos. In order for the definition to be' useful we need to know
) ) precziely what this randoﬁneas" s, since 1t 1s the major term dn
‘< ‘the finition. Specifically, we_yill be interested in the nature of

. Q'tandom, or unstructured, systems. Thnsibye begin with randonneas and

.* - random systems. . .
a, . ¢ )', ¢ - .‘. ‘

: . ? ¥
» ,Structure and Randomness . -

In a randon or. unstructured system there is no pattern. A
The parts of the. -aystem are independ'pt of one enothe{ Allrpoesible
states oggthe sygfan (and its pgrts) are equiprobable. All of these "
. chatac;e stics are impottant. important also are sone other cha;ac-
teristics implied by'randonness. Since the parts of the ayd&en ‘are
, independent, there is no systenatic covarietion of the parts. Hhen o
/\& one part is-known to be in the system, the’ discovery that othev parta°
are also in the system has no effect on our expectations of the be-
havior of the first part. The other parts are not related to one

another: - they are not constrained as a result bf'being in" tHe systen.

For all practical purposea, there 1s no. ddscernable difference between -.

a part in isolatidm' and one in a randdm 8ystem the parts in the
rendon system are free to behave in the same ways they would behave if

they were not in the system. The total veriety of the random system

o is exactly the ‘sum’of the varieties of Xhe parts. Furthermore, a random.

) sys is best desctibed as' a collbction of independent petts at the
. 7of the- ‘parts. . c : °? ~ oo

»
.-

- Randomness is thus the absence of pattern of ordet,~of
idterdependence of covariation, of conetraint, of predictability <
Akxandom ei‘ten is not in principle differeat from a set of. rendonl&

~ » S ’y
. . Y

» .- * E}

‘.

X
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In fact,.:msny theorists would 8o as far as to say that

sele‘tted arts.

s

thete dre no 'ragdom'ﬂ systems.\ Thdy would say that vhst we have been

f since the chsrscteristic vhich distinguishes a system from o mere
’ - aggregation is ‘the interdependenqe of the parts’ of the system. Im an
.@4» aggregate, the -parts’are independent. ' This is a definitional problem.
Here we are using the logser definition -8f system, which allows the
, existence of “'random systems "

) A stnuctured system is one that is not random, In a strnc-
tured system there. is pattern, tegularity, order, organization.‘ The
patts are, at least to an extent intetdependent. Since 'they are -
interdependent there 'is. some ‘covarigtion of the psrts. Thus, a know-

" b ledge of theuéﬁtes of sone\parts -i8 likely to tell us sonething about

g LT e . the states of other psrts. The.parts are thus consttained by .being

§§~ in tH! system -- inside the system some situations are more I&kely to
_ occur thsn o tsize the system. while othet situations which are seen
Y + - *outside the f§qt;m are not seen inside the-system. ) .
. L ' '. '.’ t‘ In, a stthctufed system the relationships between the psrtsG
) ’ are nbt randon.. Thus, the existence of sone l‘lﬁtionships is more
K qprtain than thewixist ce of others \ 4 knovledge of. some relation- -
: : ships wi\l\bt\ell us onething sbout the ptobsbility of the existence \ff
/xb- §one will be nore»ptbbsble, while others vill be
,’iess ptobah}.e. o e ' -~

“othen. relat ionships

» > »'*.

e ture‘d ones Let us examine the deeper relation betweep structure. and
5 T \ ione of{the othet conce-pts \T have been-working with.
, ST ' ( A , L e
. m.nt Pro Jerties,rkevels, and Sttucture .
TN i‘/" ‘ . In a random or unstructured sy[ tem, the parts are independent
of 'one anot’het. What: relationships there are between parts are also

:andoq the relstionships are independent of one another. " Thete sre
.. 'thus two ",levels" of randosness. At che first, the parts are indepen-
dent(nf one snother.. There is no interaction among #ny of the parts.

o

1.

D . -

o . ” - | o | 9; . ‘ | P
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et e R
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O . S ructured systens are thus differen® from. random or umstruc-" .

"
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At the second level, there‘mn?‘be interactions among the parts, but
these relstionships are independent of one another. Hsny times
there will be a mixture of the two types of rsndo.dbss. qu exslple,
in a ‘social iystem that includes, say, the people in a wsiting room,
most of the people will not interact with any of the others. What

* interactions, there are are essentially randon ~= they are not coordi-
nated in any special way. Throughout the rest of the discussion, when -
we. say .rnndo- systen," ve will mean. randon at the second level.

‘ I1f relattonships are viewed as constraints, thij’nosns that l
tne'con traints in a randod, system are random elso.\ There 18 no rela-
tion bet een any one constraint and any of the others. . .

Ve said earlier that emergent properties have their tootsuin-i
the relationships among tne parts, "Because of the” relstionships among
the parts," we said, the\uysten behaveg in ways the individual parts
do not or could not." We\also said that thé notion of energent pro-

.‘perties is very clogely tied to the notion of levels, which we defined
in terms of emergent properties: a set of interscting psrts is said
to be.at a higher level than the individual parts if the set displays
emergent properties as a result of the interaction.

! d Two notions stem from thi discussion. First, in a random
or ‘unstructured system’there are ndl;mergent proﬁertiesﬁ This, of
course, is because of the independence of the parts and the absence’

of reistionships between them. ‘Second, in a random or unstructured.

systenm, thete is nd new level above the level of tlie" parts. In‘other **”

words, the level of the system is the same as the level_of—the parts. d

The properties of - random,pr unstructured systems are thus the same as

the properties‘of the parts, of those systems, which behave sinply'as

théir parts behave. 1In other vords, the behavior of random systems is
the same as ‘the behavior of their parts --.no more and no less,
| . ' oy

Structure and Form |. ) S

. *  We said earlier- in this chapter that "structure is the -
- appearsnce of forn", thi t "structure ig what the obsérver sees" and

]

'form is wvhat tnj/,y ie. This section expands on theselboints

4' , ] e ) .o - . .-
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) less system, other than that it is formless.

. provided by the observations

. ' 8]

The form of the gystem is what the system is. The form pre-

cedes ala the diktinctions that could be drawﬂ\ because it incorpdrates
(i8) all the differences that_can-be used as bases for distinctions

The fdrm defines the system. THe form is the system ...

If the system is formless, no distinctions can be drawn

because there are no differences. Nothing can be sald about a form-

The more differences

| N
" there.are in the form, the more distinctions can be drawn, and the

more that can be said about the system.

- ‘ Now, the bbserver does not have direct‘access to forms The
best the observer can do fs "sketch in" the form, by interacting with
the gystem in such a way as to discove® some of the differencesédn the

form; In this way, it f('discovered that systedq have boundari 8,.0r ..

are hollow, or are red, and so on. ‘\‘

If the obserVﬁ; is uncertain as to the ‘aspects of form that
are likely to be seen, ‘he is likely. to make a greaf number of obser- r
vations in the' hopes that it will be possible to.discover the important
differences in the form by looking indirectly =—-at the data points’
If the data points are &ll’ the sane,

no differences are°observed and very little can he- said There is no

variety in the form. ' : oo

On the other hand, if the data points are’all different, the
only description that is faithful is one that reports all the differences.
Here the best description ofl the system is a description of its parts.

This situation is the random system ---chaos.

o

There is fho constraint.
Thege two types of systems - organized simplicity (o
ty) and ‘chaotdc conplexity (no constraint) were discussed earlier.
N& are\ not interested.in these types of systems but rather in the
third class -~ organized complexity -- ghere there is variety and
constraint. ) ) )
In,this_tyhe'of syst:m there will be some systematic varia-
tion of gas‘?rn instead of absolute chaos in terms of differences in b
e form (and hopefully the observations), 8o’ that some sets of parts

are ferent from other,sets of parts, or some sets of relation hips

are different ip some way from other sets of relationships It 1
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.\ ., .: possible to base distinctions‘on these higher—level differences-in the 5o
‘ system. Here the best description(of the- systém ig not one which

v P

merely distinguishes each part from all the others, Ratﬁhr‘ it will ) »”
be one which distinguishes different parts, but not similar ones. -
, the description of tie system will be simpler thqn the combined

us .
\\\Btse;iptions of all the parts in the system, / ) , - - -

y T What 1s being described.here is, the strpcture of ‘the system.

Theterm ' structuqb ,Lefers to the appearance of *form - the differ-
ences reported by the observer if the~data pointsjBEIn a sense, struc—

& _ture: is, the form as reconstructed or modelled by the observer.

v
L} . -
. 8 . s,
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Properties Descriptions, and Conatraints ’ ) \; ' &

* ~

.« o *The concepts of properties, descriptions and constraint are

all intipately related. "Properties are seen in descripi:ons of
\

W

’ congtrained. systems. How does this work?o i ;.h¥ . ,
. J Descr?ptions we saw earlier, invblve the dravfng of dis-

' tinctionss In order for aadistinbtion to be drawn, an observable dif-
ference must be ‘perteived by an observer. Properties are 'simply a

type of distinction drawn on the basis of some differencesé%n the form

weight or age or length, we are distinguishing between the particular
system observed and all systems having different weiEhts lengths or ° |
ages. These distinctions involve the establiszment of relations '_/
y&tems, Af we speak of
the shape of a system, or talk about the‘relation of one side of the
system to the other side, we are distinguishing bea{een differen% parts
Qﬁof the gyst fBere we are concerned with the establishment of Tela-
tions betwee the parts of the system. Ihese relationships, 1iké all |
N\ .‘ reldationshi depends on some kind of constraint 1f there were no"
constraints, differences could not be observed, and distinctions could

< 7 N N

not be drawm. The system_would have no observable properties.

between' the system befng observed and other's

o The more différences we can Qbserye, the more we can infer
- about constraints operating he system, and the more properties we . i
can describe of ‘the systen. € more random a system is, phe less - L

of the systei being described For example, if we speak of a system' 8 . ‘?xp
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constrained it will be, and the less differences its form’ will have
This means that e ‘can make fewer distinctions and describe fewer
We would say that the syste; "has" few observable
properties. L i : q ﬂ‘ '

fA s;steu'may'be Composed of a det of unc;nstrained or ran- .

domly organized parts. Even if fhese parts are themselvee highly -

%'« ’
. ~struct ed (i e., if they show many clear properties), such a' random
syst

will "show" no properties not seen in the parts °f hich it
is made. pg(/w

The best that can be done to describe the "p perties of
the system in this case is to\describe the properties of 'its parts.
' THe only constraint operating ‘in the system is in the individual parts. '

PN

If there is some constraint in the way the parts are drgan- .

~
“ .
~

. o ized; howéver, this will lead to differences which can be observed

ks

.. and described as

"properties.’

- Snakes, “for example, have two ends.

one end is different

- Tbe ends are different from the middle, "apd
These di{ferences are,dueagg‘
the/cellc of the snake are organized.

from the other.
""If these constraints were not
" allowed to operate, the ends would be the same and it would not nake

-——

sense to speak of the "head" or the "tail,"

.If the ends were not

. r e

consfPuints in the way-

. o

.

-

differentffrom the\middle the snake would be like a hoop, with no

eFds of any. kind.

It is the consttaint that allows differences which -

t

detetmine the properties of the system.

Emergent properties, like other properties, are bas;d on
differences/constraints. When the parts of a system join one another
in the relationships implied by membership in the systenm, they are
conbtrained in some way It is additional constraint that allows
emergent properties to "be " -ﬂre organized are sthe relationships ‘\
aﬂong the parts, i.e., the more related/constrained'are the qelation-
ships\thtoughout the system, the more the system as a whole lel show

przperties as a unit. On the other hand if the relationships among

the parts are unconstrained ,—- independent of . one another - Bhere may

be no differences to be obsEQ%ed and thus no emergent properties. The *
system %ehaves

Rt

as a collection of randomly organized parts. .
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_Even if the parts are constrained by their relationships witﬁ '

other parts, theré may be no constrsint in the overall set of rela- !/
tionshfps. This situation is {1lustrated by a. bucket of'sand. While
each grain is phgpically constrained by its neighbors, there,is'nd

overall order to the set of these physical*constraints. Because therer

»

are no constraints on the set of constraints, there are no differences .

over the set and, therefore, the sand as a whole shows no emergeut

» . ." ’ N '
properties. . ' . % .

“

¥

s

a

, Sources of Constraint. Structure vs. Control Systems .

-~

N There seem £o be two sources of constraint on the elements
fﬁ\complex systems.. The first is simple ~ the physical character-
istics of the elements directly limit thefr interactive capabilities.

: TS understand how an element is bound by this type of constraint it is
necessary only to examine the 2}ément itself. This is because the
congtraint is due to the form of the element, and not to othef

;considerations. i - :1 -

»
-

2 ‘ e

. ~ THe second source of constraint on the elements is more
.complex”‘Because of‘the way ‘the parts intéract} the system may have
some emergent ché{acteris i¢s that modify the behavior of the parts in < ,
the system., This amounts to what Pattee (1973) called a "feedback loop
between levels.' Pattee argues that xhis kind of constraint is what
dllows the system to control|its own behavior. Ijgorder “to understand
" “how the systemconstrainsthe elements of which it?

sary to examine the whole system. This is because che ccnstrd?nt ds
Jdue to the £prm of the system, rather than the form of the arts.

is mad it is ni&ges-

In the systems vhere only the first Kind of constraint 1s
present, tﬁére is a hierarchy of organization, where the system is‘made
of parts which are made of smaller par ;@3 so on. These hierarchies’’
are also charapte\ized by hierarcpfes of numbers, fgrceé/‘and time

, scales; so that larger numbérs, ,weaker forces, and longer time scales

S are assoc!ated with higHer le‘l‘f in the system (Pattee, l973, pp. 75~ .
'77) . These systems can be descfibed by dynamic equation@ wﬁitten for *
one level of the system at a time, In these equations it fa possible .

*
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to make the simplifying approximation th;t there is a "'typical p:?ticle"
whih is’ characteristic or representative of the collection at that level.
Thé behavior of gaseous systems is so déscfdbedlwith the model of per-
fectly elgstic molecules, where the individual details are averaged out
and dynamics of higher levels are constant. ' .
" When the upper levels exert partial constraints on the details
of behavior of lower levels, however, the case is entirely diﬁferenﬁ.
In this situation, there will be a hierarchy of controls, instead of

a simple hierarchy of structures. Pattee says that:

In a control hjerarchy the upper level exerts a

specific, dynamic constraint on the details of the

motion at lower level, so that the fast dynamics

of the lower level camnot simply be averaged out. ’ .
The collection of subunits that forma the upper

level in a structural hierarchy now ‘also.acts as

a constraint om, the motions of selected indivi-

: dual subunits. This amounts to a feedback path

\\\\ ’ between levels. Therefore, the physical behavior N
of a control hierarchy must take into account at

least two levels at a time, and what is worse,

the one-particle approximation fails because the

constrained subunits are -dtypical. (Pattee, 1973,

p. 77)

The constraint on the lower ievels will be exérted by the highér levels,
rather than only by other lower-level phenomena. One effect of this
kind of constraint will B; that the relationships among the¢ lower-
level parts will be organized into ﬁigher-level patterns. The relation-
ships themaelvéq will be organizgd in ways that would only be possible
with direction from higher levels. In order to see how the parts
-begave it wi}l be neceséary to examine them all in the context of the
overall system because thefe are no "typical particles" in this kind of
system. This ‘apalysis requires an examination of twé_levels at a time.
Summary . - ’
Before going into a description of general research approaches
to complex systema it will be useful to summarize the important points

.concerning constraint which have been brought, out in the discussion’ of
this chapter. -
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(1) Structuring in systems results from constrained variet9
Thus, random systems are unconstrained.

(2) Properties may be described when,differences resulting
o from constraints are observed.

(3 Eﬁeréent properties are dependent on organizatiponal
constraints, which roperate on the level of relation-
ships among parts. ) .

(4)' Total comstraint results in gtatic' structures or organ-
ized simplicity. Zero constraint results in chaotic’
aggregates. Neither of these allow for intereating
emergent properties.

(5) Constraint exerted on low levels by low levels allows
the development of local structures but npt system
level dynamics. g

(6) . Constraint exerted on low levels by higher 1bvels allows
‘ " tht development of complex forms of organization where
\ hierarchical control processes are seen. .This kind of
constraint will be evidenced by the organization of
. " relationships between parts into higher-level patterns
™~ which can only be examined in the context of the entire
o . ’ set of relationships. '

R

STRATEGIES FOR RESEARCH --. ‘ -
The goal of much research in the area df Gomplex systems is

¢ p

- : to gain an understanding of the characteristic proﬁerties of the
system together with an explanation of how they come:to be manifested

by the system. 1In the process of achieving such an understanding, a
number of questions will have to be answeréd. One of the first of

these will be: Are the observed properties associated with the system

as a whole or with the individual parts of which the system is nsde?

If the answer is not immediateiy obvious, due to the fact.that the
particular properties'obserﬁed could ‘only exist in a -system of several
parts, the question can be answered empirically, by studying indfvidually
the parts after they have been isolated from the rest of the system.

If the properties are no longer observed they are associated with the
system, -

95
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In many cases, however, it may not be clear what the "proper-
ties' of the system are. This could be dde'tq the fact that the par-

ticular systemibeing observed was never- examined as a whole intact

»

system before. It may be due to the fact that techniques for measure-

ment or observation have not been developed for the particular type
It may be due to the fact that virtually
other. than that it contairs

of system being studied.
‘nothing is known about the system at all,
gsome particular set of member elements.
- If the‘lastﬁig the cage, it will be necessary to approach the
system from a most basic perspective. This approach might be one that
sa$s to get the %est possible information about the system and use as f
much of this information as can be utilized in formulatiné a descrip~
tion of the system. ) ( ‘ |
. We gaid in Chapter Four that, shilevitéis possible to make
ro 'high-level statements about systems when oniy low-level data are
available, it will probabiy not be possible to move in the other
- direction. Because of this limitatlon, we will deal here only with
cases where low-level data from sets of elements which we wish to
study as systems are available. .

The kind of information that‘will be -most useful is informa-
tion descriptive of the parts of the system and of the relationships
among thaose parts. Given this kind of data in a situation where we
don't knov anything about the system as a vhole, the first question
we would ask is, "How constrained- is the system’" Here we would be
1f
the system is a random one, there is ho need to study it as a system.
1f
the\gyftem is constrained, however, we will want to know more abeut the

way it is organized.

asking how interdependent are the pakts and their relationships.

It will be better to study it as ‘a collection of separate parts.

How many levels are there? What kinds of con-
straint are operating on the lowei-level parts? What emergent proper-
ties can be identified? What are "the dynamics of the system? What
kinds of control mechanisms does it contain? ‘. )

. .

s . - In the next section we present a flov chart for a general

algorithm to study structuring in complex systems" (GASSICS). The

P
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ptocess described there will result in a descriptidn of the system, in
terms of hierarchical levels, with a specification of the organization

of parts at each level. This 'is the fitst step toward gaining an

, understandidg of the system. Although working through the process will

give a description'of how the system is organized hierarchically, ‘it

will not explain the dynamic behavior of the system. In order to do

this, it will,be necessary to study the system as it interacts with its

environment across many perieds of time: . ’

P

A GENERAL ALGORITHM FOR STUDYING STRUCTORE IN COMPLEX SYSTEMS
ng =T T

We present here‘a general research strategy for studying

. structuring in compiei systems. Because the strategy can be outlined
-into an explicit set of steps, we call it an "algoritho.'" Compared .to

- many "approaches'" or 'methods," this one is almost mecb@nical to carry

out. We call the procedure GASSICS -- General Algorithm for Studying ‘

)
a

Structure in Complex Systems.
The GASSICS procedure was formulated to take advantage of
the conceptualization we have presented.in this Part. All.the basic

{ ideas about.form, constraint, structure, the ﬁrocesses of observation .

and description, and the logic of alternative descriptions are i%cpr-

+
-
3 .

porated into the procedure.

1 et

a In the last section we ouqlined some general research ques-':

tions we would agk when approaching an unknown complex system. fhé

firs questions centered on the form of the system, or rather tna
appearance of the form to an observer - structure. Since we viiged

structure in terms of constraint, constraint is a core cenceﬁt in thd

levels, With a specification of the organization of parts at each lev;l.

The procedure begins with a low-level description of the

sible for o
sive loop.

o

ervation. The ptocedure itself is organized as a recur~

L ‘ R

/
ey

| \ 66 o “ "

~

ch cycle through the loop mqves up one,_ levelaof analysis,

<
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" s0 tpﬁt the result of one cycle is a deecription of units one level

. higher'than the original parts. These units are used as parts in the

n¢%t ‘cycle through the loop. There are two points in each loop where
/K:e'ptocedure may terminate. One of.these will happen if, at some

/’level, the system is fonnd to beurandom or unconstrained. aTqE other

will happen where the highest level -- that of the whole system -- is

7" reached.’ 'Lets/us examine the procedure more closely.
o/ The Loop , . ’ . .
Ye begin with a low-level description of -the parts of ithe

system. This description must include data about tHe relationships

' . between the parts,. in terms that can be re&ated to constraint. When

; two parts arg reihted, one or both is constrained by the relationship.
! The data, then, yii% ge a description of eachkreIEtionehip " between
The .

collection of thia data is the first step in the loop. -

parts. (The data are described more fully in the next chapter.)
The' second step in the loop is to see if the set of relation=-

If it is, there is:

This

§hips among the parts is constrained or non-random.i
evidence of structuring, in terms of higher-level organization.
/’ implies either that the system as a wholp may be broken down into
differentiated parts or that the next level above the level of the parts
is the level of the whole system. " f .
The third step, of course, is to identify the differentiated

’

parts, if there are any. . ' . -
When the parts have been found, we begin another loop oy -
. ) obtaining information about relationships between the new, second-level :

" parts. The relationships. at this level are not likely to "lookh the
same as the original low-level @eletionships. This would be expected .,
because the units we are dealing with are not the same -- im fact, tney
are made up of geveral smaller units. .This problem is discussed.in more

‘e detail in Chapter Six. - -

~

‘At any rate, this new set of relationships would be examined
for constraint, just as the earlier set was. The rest of the loop is

completed in an analogous manner each time, the only difference being

)] ' X I B
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the level of'analysis each time through the cycle.
' The GASSICS procedure is diagﬂanmed in flowchart form . :
Figure. 1. The three main steps in the procedure are shown by the .

" numbered .parts of the diagram. The box at the“top is the data collec-

‘tion step; ‘the diamond is the constraint or structure test, and the

trapezoid is the step in which differentiated parts are identified N g
_ The first three chapters of the next Part correspond to theL»
three steps in the GASSICS loop, the fourth presents a general discus— ~ \\
si0n of ‘the procedure. P
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?igure 1

GASSICS: A GENERAL ALGORITHM FOR .
STUDYING STRUCTURING IN COMPLEX 'SYSTEMS -

START . ) .

OBTAIN INFORMATION

ABOUT RELATIONSHIPS | (D)
. BETWEEN THE PARTS
a’ .

TEST FOR
DEVIATION
FROM
RANDOMNES

System 18 not structured
and should be studied as
a eollection of independent

-Constrained " units e .
.SEARCH POR . \
DIFFERENTIATED. [ (:)

SUB-GROUPS 1IN
POPULATION

\
No differentiated groups

ot

The next level above the )

level of the parts examined . ot
in (:) is the level of the

whole system ’ , ‘ ,

[N
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. PART THREE ,
J .
OPERATIONALIZATIONS - ! X

In the chapters of Part Two we discussed the conceptual basis
for a coherent approach to the itudy of'comple£ systems. We started

with an analysis of the form of systems and moved on to an exanination :

o of the ‘Pprocesses of observation -and description., From there we went

on to discuss~structuring in complex systems — what would we find,
‘given an understanding of what we were looking at and how.the "looking"
process works, Finally, we outlined GASSICS a general procedure to .
use ‘when approaching unknown systems.,
' ‘The chapters of Part Three present an operationalization °€g
.one cycle of the GASSICS procedure for use in large-scale‘systens
e The steps fn a cycle of the GASSICS loop are:

€.

\

(1) obtain information on the relationships between the parts '

of the systenm.

’

<. (2) -Examine thosedata to determine whether or not the parts
are organized in some structured manner. If the set of -
relationships between the parts is found to be struc-
tured or constrained ees

(3) ... examine the set of parts £6r units one level higher
then the original parts.

" If the total set of parts breaks down into several higher level
units, go back to the first gtep, using the units as parts.
bhapter Six describes measurement probiENa in generai and

gives specific examples of a technique designed to coldect the appro- v
priate data for the study of large social systems In chapter Seven

+ we develop the statistical tools needed to’ perform “the teat of struc-
ture used in the second step of the GASSIOS loop. Chapter Eight pre-
sente an algorithm that identifies‘units‘one level aboue the level of
the parts, together with a description of a computerized 1mplementation

’
3

'
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of the algorithm. Chapter Nine consolidates the earlier chapters of
this Part and discusses this operationalization of the GASSICS loop
in éeneral terms. In this overview, we see how the analytic procedure

fits into the overall approach to complex systems, as well as how it
relates to,other methods of analysis.
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. cussed at this point. First, we only move up levels. The reason we

CHAPTER SIX A
STEP ONE OF GASSICS: DATA COLLECTION

PR 4 .

[N

»

INTRODUCTION . -

In this chapter we will discuss the first step of the
GASSICS procedure. As we saw at the end of Chapter Five, the proce-
mmisah@,ﬂmo&cﬁhfnemhhnlhthqnumwv;me
level of the parts. We begin with information about the relatioﬁships
between the parts and move up levels, one at a time, until we come to
the highest level in the system. . . 2

e

i

Assumptions

‘There are some assumptions being made which should be dis- . -

go up instead of down is, of course, the asymmetricel relation between

" alternate descriptions at different levels. This issus—was discugsed

in Chapter Four. . ¢ : T
The second assumption ve inake is that levels are discrete,

and can be taken one at a time. If this were ndt the case; we would

not be able to have a discrete, repetitive loop as we do in the GASSICS
pfocedure. ‘We would not be able to have any single description without'
having every description -= there would only be one description -- with
none of the "alternate but equivalent" bysiness ﬁe séent 80 much. time
on in Chapter Four. ¥ ‘ |
How do we justify the gecond assumption? There are two lihes

v

of thought we can follow. The £4rst'is based on the nature of descrip-
‘tions and the second . is more empirical Let us start with the logical “%
argument first. The argument will be that the very nature of descrip- .
tions(demands\a discrete organization into levels. It goes like this: -
descriptions are based on distinctions, which are made whehi differences

.are noted. If there'is a difference perceived 4n the’form, Qne part

can bée distinguished from the other. Distinctions cannot be made when
. - = ‘o r
differences_cannot be reliably noted. Thus, distinctions.are discrete.
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Since descriptidns are based on.distinctions, they too must be
%iscrete. SRR o )
What is the difference, in terms of distinctioms, between .
two alternate descriptions adt different levels? Basically this -- ‘
different digtinctions are being made. Recall that we defined the
concept of levels as a concept of description. We said .a set of
interacting parts would be at a higher level if we observed properties

in the interacting set that we could not observe in’the get. of parts

~taken one at a time We called these properties emergent properties

-

9from constraints due to the way the parts, int

and said they were~due to the interaction of the parts..

- At higher levels, then, we will be describing emergent pro—
perties /or characteristics of the system, rather than simply properties
of the parts. We discussed properties in terms &f distinctions based

on differences in the form. These differences were equated with con-

straints in the system., At higher levels, there ar@ new properties -

new distinctions, based JB new differences Thag 'diﬁferences result

This is all fundamemt@lly discretd.’ '

~tion at a higher level will take account of a different d!!§of dis-
tinctions, based on the only thing that-is different betheén a
collection of isolated parts and.a system 'made of ingeracting parts
t L < N

‘-4 the interactions.

Thus, we have discrete levels of ddlcription As we include

more and more global interactions, -- that is, interactions covering or

constraining larger and larger segments of the system == we move up to
higher and higher levels. '

-~
-

( The empirical argument for discrete levels is based on the
idea of near decomposabdlity, a concept described by Simon (1973,
pp. 9-10). If-ue exami;k the kinds of 1nteractions binding the parts
of . a physical system, we see that ther'e are sharp changes in_the

strengths of these bonds as we move up or down levels. ' Bor example,
protons and neutrons interact .primarily through what is called the

- Lt \ A
"strong force." ‘At this level, bonds are on the order of 140 million

.95 ¢
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electron Volts each. One level higher wewhave molecules where the

ﬁlectro—magnetic forces are on the order of five to six electron volts. '
t

this level the, strong forces do not operate.-The bonds responsible J
for the tertiary structure of large’ macromolecules are on the ;}der of
) One—half of an electron volt. ~'"It is precisely this sharp gradation

in bond strengths at succesdive levels that causes the system to

\

‘appear hierarchic and to behave so" (Pattee, 1973, p. 9).
, Net only are there different-kinds of bonds at different s

levels but there are also different behavioral charact istics. Per—

haps mogt fundamental here is what Simon calls the ' associated frequen-

cies of each level ’ o P ) ,
. f . ,o !

N ( v ' ’ . ” -
5 Motions of the system,determined by the high frequensy

p modes will control ... the internal intergctions of
: the components of the lower level subsystems in .the

‘actions among those subsystems. Moreover, these
moticns will be so rapid that the\corresponding
"subsystems will appear always to be in" equilibrium . .
and most of their internal ‘degrees of freedom will’

hierarchy, but will not.be involved in the inter- (\“

* van
sev
sot 3]

In*their.relations with ‘each other, the
ubsystems will behave like rigid bodies,

/J

eak, ) 2 <

. The ‘middle band of frequencies, vhich remains after
C we have -eliminated the very high and'v ryrlow fre-
;quencies will determine the -observa
v of the system under study -- the d
interaction of the major subsystem oF

P. lO)

> : k4 . !
v .. P

- U
‘(smon,'1973‘?‘ S

'Simon calla these, systems “nearly'decomposable, -meaning that for ,almost
all practical purposes the system can be “decomposed“ into discfete
. Tevels.t

evidence as well as logical arguments,

Thus, thé second assumption is supported ﬁy the empirical’ -

Because there \are such sharp breaks as we go up or down levels,.

B N \ . . - .
‘$imon's presentation ‘of near decompésability was discussed ;”/ﬂv .

in terms ‘of physieal systems — electrons, atoms, and so\on.

The same -

general concept géems to apply to social gystems as,well,’

For example,:

the relation between a husband and wife.is usually much stronger thhn
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relationsﬁips between diffexeﬁt‘families in a neigﬁborhood. It is also
a fund:mentally different kind of ‘relationship. Going up another level,
the relat  between families in a commumity are different from y |
the relationshipg between communities, cities states, or countries.
‘The same kind of hierarchy can be seen in large\organizations, as we

* ~ﬁove from work teams to departments to divisions, and so on. The impli-

. catiqns f the second assumption are discussed in the next section.
‘Q\' D Y

» " v - . Q . A -
' Imcfiegrions of the Assumption of Discrete Levels —

. . The assumption that levels are discrete suggests.that we can .
go up ohe level at a time. The reasons behind the discrete nature sug-
gest the kinds of differences we should expect to see as we go up levels.‘
Both the logical and empi}ical~ar§6nents discussed above imply that the
relations between the parts at one level will be" different from the

' relations between the parts at different levels. One, aspect, however, »
will be the same -- all relationships imply some kind of covariation ‘
between the parts. All relationships constrain one or both of the

parts, no matter what level the parts are at. , . : ' -

-

RELATIONSHIPS .

v

What more can we say about relationships at-this point? First,
relationships will "look different" at different levels. 'They will re-
quire(different observational techniques to be used. Althouéh it is
possible that a relationship between units-at one level will be equi-
valent to (or reducible to) a set of relationships between the parts of -
those units at a lower level, there is Bo reason to expect this to be
trye in all cases; or even in'a majority of cases:

Second, the exact nature of the relationships that may be-
entered by a unit at some levél’will be mostly a function of the umit
at ‘that level. In other words, it will be difficult to determine the

* nature of relationships at some level without some information about}/
how Be units behave, even if information about the parts of those '
units at lower levelgfié available. The lower level information may be

very useful, but it might not be sufﬁicient in all cases. It wiil depend
oni the system, !

Y P
.

. N . .
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Third, there are Some general characteristics that can be

143

used to describe"relationships at all levels. These general charac~ ‘

,teristics are described in the next section. | -

PR

General Characteristics of Relationships
~

1. Strength ) T .-

Probably the most basic-aspect of the relationship is its

strength. How much constraint is there because of the relationship?
To what extent are the behaviors of the involved elements influenced?

2. Symhetry %
Are’ome or both of the imvolved elements influenced? 'If both o
are influenced equally, the relationship would be symmetrical. ‘In . v

symmetrical relationships, there is no concept of direction -- the

elements are mutually inﬁlueﬂ%ed If only one element is influenced;

the relationship‘,ould be aszgggtrical and it would make sense to

speak of the direction of the relationship, in terms of which element »

influences the other. . ( ) —
L N * N M .

.
3. Transitivity “e

g Dpes'the infiuence of one relationship carry over to the.
other relatfonships the elements.may be involved in? In other worQs, N
if A is related to B and B'is related to C, does it follow that A must
covary with (be related to) C? 1If this is the case,“the relationship
would be transitive. Otherwise it would be intranaitive.,

- ‘¢

Matter-energy vs. Information Relntronshibs'
' In Chapter Three we diécqgsed the differences between matter-

énergy and information relationeﬁipq One aspect of the difference we

did not discuss was this: An systems where the interactions are all

, matter-enérgy, there will usually be only one type of relationship be-

_ tween the parts at'any one erel. For example, in physical syetems,

at the level of subatomic interaction between the protons and neutrons -

.

.
¢ , S P R R
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. of an atom; only the stronglforcq has any effect. The electromagnetic
forces, weak forces, and graviéational forces have no effect at this
‘level. At the next level up, where we'are speaking of bonds between
atoms in molecular structures, the only forces that are important g;e.
electromagneqic. Thus, at any level only one kind of interaction may
be obsérved between parts. i
' " In information systems, however, this may not % the case.
It is possible, fer there to be many different <types of relationships
conéurrently between: the parts at-sdae level.,” In fact, it is possible
for there to be several distinct1§ different systems, all composed of
one set of parts. In this "ovérlapping" system situation, the parts
at some levels may have several "modé%ﬁ,of behavior, so that if these
modes are examined separately, each will appear as a distinct, complete
system, It seems likely that these multiple modes are more accurately
described as different aspects of the microsébpic characteristics of
the low-level parts. Some of these aspects may be %mportant at the
low leveléfpf the part%, but irrelevant to the sYsteq‘as a whole. The
resolution of this issue may be primarily an empirical task, but it
surely demands more in the way of logical clarification, too. At éhe
present time, it,seems advisable to isolate these modes during analysié,
at least when using this first operationalization of the GASSICS
procedure. . . *
The discussion so far in this cﬁapter‘has been conceptual.
In the next sections we turn first to some issues related to bpera-

tionalization in general, and second,?to a,  specific application.

+

OPERATIONALIZATION IN GENERAL

The issues we have been discussing are coﬁéeptuél;. In order

to use them we have to translate them into operational procedures. In
other words, we need to build a model of the system, 4% the form of
data. Theidata will be the operational counterparts of the conceptual

terms. In order to preserve the conceptual clarity we have been trying
to maintain, we observe the distinction between- the conceptual and
operational components. To underline this distinftion, we introduce ;‘f

~

“

e
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new terms to refer to the operational aspects. Sometimes the opera-
- tionalizing procedures will lead to situatidﬁa where new, additional
‘ distinctions need to be made, due to the relation between the concep-.
tual and operational systems, Both this new terninoloéy and "the -
distinctions associated with it are presented in this segtion.

We start with the basics. Where we had the concept of the
system, we use the operational network. Where the system was‘made of
parts and relationships between them, the network is a set of nodes

‘ with links between them.
The network is not the system.’ It is the image or model we

‘

ugse of the system, in the form of data. Similarly, the nodes are not
the parts of the system; rather, they are artificial conmstructs that
represent or stand for the real parts. Finally, links are not rela-
tionships. Instead; a link between a pair of nodes indicates-~that ’

there is a relationship‘between the oorrespoogigg pair of parts of the

o o systenm.

S . , ‘ : \ -
Sxmmetry[Reciprocitx

Just as we use nodes and links instead of parts and relation-

ships, we also differentiate between the theoretical concept of symnetry
and its operational counterpart, reciprocity. In this case the dis-<
tinction is most important when measurement techniques may be unrealiable.
For example, if a relationship is conceptualized as symmetrical, if A
is related to-B, B must also be related to A, . This is analogous to the
oase when both parts are equally constraimed by the relationship, Here
we would expect a parallel symmetry in the data. o
If, on the other hand, the constraint is -not equal, so that
one node is constrained while the other is not, we might find that A"
* 18 related td B Gut B is not related to'A. Here ve could replace "is

related .to" th "is constrained by" and the meaning is obvious. In
“ﬁ this case, where the relationship is directed, ‘or asymmetrical, we -

.0

would expect a parallel asymmetry in the data,
. . ’ In Eeepiné with the distinction betweengbperational and con-
erptual termg, we speak of recigrocitz instead ot symmetry. Thus, if

4
. T
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- node A is linked to node B and node B is linked to)node A, the A—to-B
link is reciprocated. (Perhaps it is more appropriate to say "A-with-B" . N
. instead.) . If A is linked to B but B 1is not linked to A, , the A-to-B B -
link is unreciprocated.. . ) . ) - . ‘ . F

Qlearly, ve would expect reciprocated links for symmetrical -
relationships, and unreciprocated links for asymmetrical relationshipa.
If our measurement techniques are reliable, this is wnat we will get.
Many times, though, thisAﬁoes not happen. Why? ,

First, as we pointeo vout, the measurement techniques might \;
not be reithble. Some- relationships will be missed, leading to missing .
links and thus unrecigrocated 1inka. Other reélationships w111'§Z~\‘
wrongly identified again leading to unreciprocated links. But this '
situation might not "look" any different from the second problem situ~
ation -- we may-have nisconceptualized the relationahip as symmetrical
in the first place. Maybe the relationship was really asymmetrical.:

This would also lead to unreciprocated links. Here, .unreliable

measurement would\lead to some casds of reciprocation, as well as some

false unreciprocjted links. If the relationship was strictly asymme-
- * trical, so that A r B implies B not-r A all reciprocated links would

be evidence of measurement error. To make matters worse, thé rela-
tionship may be correctly conceptualized as symmetrical, but the
operationalization may "elicit" or get at a different, asymnetrical
relationship. This would lead to unexpected unreciprocated Ainks.
Can this mess be straightened ou Only partly. In general,

if our conceptualization is correct, our erationalization matched to .
it, and our measurément technique is reliable, the data obtained will

. £fit the conceptual model. It is when the data do not fit -the expected tf/
model- that trouble should be expected. Clearly, the weakest points
should be examined firat’and subjected to cross-validation, if that is - ‘<
possible. - ’ .

. ' If the measur t technique is thought to be the source of -+
« the error, and it is no§ possible to correct it and repeat the measure-

//// ment, there arp twg. courses of action. First, the "conservative" one: .
in the .case of symmetrical relationships, unreciprocated links &e . ¢
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% dropped. In the case of\
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N , o
trictly asymmetrical relationships, recipro-

fe "1iberal” approach would add t : "missing
halves' of unreciprocate& %ﬁnks in ghe case of symmetrical relgtionships.
In'the case of strictly asypmetrical relationships, there ;s no "liberal"
approach. Also in the case!of relationships that are neither strictly

cated links are dropped

\‘-agynmetrical nor strictly symmetrical, there is no wa distinguishing
y ©

.prokeble jerrors from correct data, and no*action can be,taken
;

t.“ i ’ . , /

“M ) “

. Because the Ielationships are not éichotoﬁoys in the extent
to which;they constrain nodes, we can be more -accurate when speaking of
relationships if we give some idea how much constraint there is, rather '

than if we simply say there is or is not a relationship. This extra

~\\gg£nrmation will turn out to be very useful in later stages of analysis.

For the purposgs of those later stages, it will be. necessary
to have an indicator that varies roughly as a ratio of'the strength of
t?e relationship. Because there is little ambiguity here, we call this
indicator the "strength of the link." The requirement of ratio-level

scaling implies that: ' \\\

——
.

(1) A link from node A to node B would Have a strength of
vzerO'if part A is not related to part B in the systenm.

i (2) 1f the relationship from-B to C constrains the in-
cluggd parts the same amount 4s the relationship from .
B, the strengths of the B~C and A-B links would
be equal.

Y(3) If the relaﬁionship from B to C constrains the included
. parts twice as much as the relationship from A to B,
- 3 the strength of the B-C_link would be twice that of the
A-B link.

e B \

Transitivity .=

It is ot at all obvious that all rélgtionshipa of the type

we have beeh,descrlping are transitive?./howeverk there may be some -
B}tuations in which the agsumption of transitivity is made. In these
cases, it will be’ possible to say something about links connecting '

N

o
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nodes which are indirectly linked. For example, if A is linked to both

B and C, where the relation is transitive, there should also be & link

from B to C. The.streggth of the B-C link will be a function of not
only the extent to which the relationship is -transitive’ (this may .
vary) but also the ;ymmetry of the relationship.

"The transiti%ity-issue is related to a geomefriq assumption
often made with distance mcYels of relational data. Maqy of these/‘
methods, especiqlly in multidimensional scgling,'are metric, methods.
The strongegt assumption in these methods 13/;180 the one that gives'
them their power. This assumption is often called the "triangle
inequality." It states that the distances between any three points-
must obey the law that says, "In any triangle, theplength of any one
- side cannot be longer than the su; of the lengths of the other two
sides." If network data are represéﬁted in such a way that strong )
relationships are replaced by short distances, the triangle inequality
will say that whenever one part is related to two others, those two
other pirts must be related to each other. In essence, this is the
asarmpiion of transitivity

If the relationship is only partially transitive, or if the i

a

relationship is asymmetrical, so thaf‘links are directed, the situation?

becomes very confusing indeed. As was mentioned earlier, the whole
issue of tramsitivity is sticky, and needs much in the way of theore-
"tical clarifying work. (There are some points at which transitivityx
would be salient in the nex£ chapters. Because the p pblem has not yet
been satisfactorily solved; it is' usually ignored. This translateq.,
most often into-a simplification of descriptigﬁs, so that both direc-
~tion and strength- of links arq.ignored for some purposes;)

In this section we have Eo;éred some of the conceptugl issues
reg;}ding relationships between the‘pafts. In the nexf“sectiéh we
- present an example of an opgrationai\ap ication of these concepts:to

a specific type of syshep -- human communjcation systems.-

¢
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. HUMAN COMMUNICATION NETWORKS \
- In Chapters One and Two ;re discussed some /early conceptual ?);
.nodels‘hnd operetionai methods that have been used in the study of
hunnn~conmunicetion syatens In order to develop better methods ‘to
. accenplish this’ teak, ve decided to first get a better understanding
. of what the task was about. This seaéhh for clarity le‘//9 the develop-
ment of a giheicl analytic approach GASSICS, that can be used in eny
kind Of system from which the appropriate data are available. At this
point we turn back to'a focus on communication networks in social. ‘

systems. . ' .

) 7 e Yegin this.section with a‘quick review of the basic
cypten concepts, showing how thef translate into communication network
terms. After ve have discussed the operationalization of the concepts,
we turn our attention to actual data collection techniques. Here we
will discuss both qpme general conaiderations and some characteristica

’

@,

specific to each of several methods.
\ O W, ’

General Concepts

The human .communication, system 15 an information system.
This means that the teiationshipa between the parts of‘the system -—
the people -- are information relationships, rather than matter-energy-
relationships. Human behavior is regdlated (constraiqed) by communi-
cation relationships. Social influence (constraint) is exercised
thrcdgh communication. Thus, the network is a repreeentation of the
reel system, where nodes stand for people and links for coomunication
reletionahigc.

i. Content or mode . CQ\\\\\ .

We said earlier that in systems where the interactions between

the parts involve information exchdnges, there could be many concurrent
"modes" of ‘interaction betueen the parts. In_conmnnication networks,
this translates into a multiplicity of types of communication rela-
tionships. Formal co-mnnication networks in large organizations,
friendship comnunication in social systems, new 1nformation cbmnunication

v

¢
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in agricultural syétems, communication about political events, and so
on. In any given system, there could be any nunber of overlapping
nets, with each person having a differe?t role in each. The fir;t
‘thing to do is narrow down the field pf interest to a single functional
type of communication like, maybe, cou-unication about ‘matters re}ated
to getting ‘the job done. If other areas are of ‘interest too, gpeee
would be examined separately and then in the context provided by the

whole set of. relationships. ) '
< \1 e s " s
2, Strength . . - -

AN , . . '
Strength was conceptualized as the amount of comstraint or

influence exerEed as a result of the relationship. In EKE study of

communication networkq, strength’ has most frequently béen operational-

»  1zed as.frequency of interactionm. Thus peoﬁle who idteract frequently

are assumed to influence one another more than peopleé who interact

> infrequently. - ' o " [

: Other operationalizations add ortange, 8o that important
interactions lead to stronéer links than uninportant ones. ' Still

others measure strength in tern?@of the average‘duration of interq%;

tions, or in terms of total number of minutes spent integacﬂing in a

oiFe

particular week. The important issue here is that the strength of
¢ the links has to be a single number that waries as a ratio of the
strength of the relationship. ) . :
> If the strength of the relatiouship is assuned to.vary as a
function of the amount of interaction, a first approxi-ntion to a
‘ratio measure is acconplished by asking people how much- time they spend

, (' ~ talking with one another, and coding the responses in an approprﬂhte
A way. For example, if we provide categories.like: »
' . -, . / ,h'
gg) once a month or less; : .- . -

(b) once or twice a week; . .
(c). once or‘twice a day;

L (d) several times a day; . .

\ . V % "~ 3 4 ‘
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) ratio-level‘approximation is achieved. If we translate.the citegories

into number of interactions per nonth _we might get: I )
- 4

-
~— . ! . < LS

e

——— - ———— — B}

;o CATEGORY ™~ CODING

. Once a month or less
- . Once or twice a week .
Once or twice a ddy
Several times a day

£
. i &
= e . ¢ -

'

[ B B B
-
2

rd o .
This scheme provides a rough approximatiod to a ratio_lavel scale of -
relationship strengths, More sophisticated methods are desoribed in

-

later sectioms. «(

<r

3. Recip_ocitx/symnetry .

The meaning of the idea of“synnetry is inportant in coununi-
cation networks, although there nay often be difficulties in getting
. ~‘hn operdtionslization of the relationship that produces results -in

agreement with the conceptualization upon which it is based. Let us
. egplore the issue more carefully. S
k In many of the commudication qetwork studies that have been
/[ done using the methods describeﬁ in ‘this Part the relutionship has
'been "talks with." For Jxample, “Who do.you talk with about natters
S0 ‘ related to getting your job done?" or "Who do you talk with about*new
+ + wvarieties of seed or weed qpray?" or "Who do you talk wirh in/your

a \\ relationship -~ there is no sense of direction or unevenness in the
" relationship. If one person talks to another,. the secoqd will also

sharing or transaction mo of co-nunication as ‘a two-way ‘process.
. "In the example about new innovationms, there is a ¥ifferent

situation entirely. The questions asked of respondents seldom take

the uibiased form of "Who do you talk with ..." Rather, they viil

. clearly ask respondents who their sources of information are. Rather
) Q - B ') B -

4 ’ <
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A

& talk to the first in this/kind of re}acionship, which is based ot the

\, 4¢ will have to assign numbers to the categories in sugh a way that a
I 1 . N

”
v 4

<

L spare time?" The last example is ¢lee>ly based on a syn-etricaI‘ )L/’yJ

-
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*  tign from a source to a receiver. This 1is obviously an asynnettical
re}ationship. As might be expeet&d, the percent: of links that. are
reciprocated is much lower in the innovation network thaq it is in -
.the friendship network Typical ballpark figures heréywould be about
2 percent reciprocated in the asymmetrical case and over 30 or 40 e
percent in the friendship one.‘ th aren't the figures closer to zero
_ and lOO.percent? . : .7 ' A i
L/ ' Wé discussed a number of possible reasons in the first
section. There could be measurement error. "The relationship could
be-incorrectlx/zonceptualized. The relationship could be incorrectly
operationalized. There could be a combination of all three.
' . The most legitimate argunent,seeus to be that the relation-
' ship is not clearly enough understood to be correctly conceptualized
and operationalized. For example, two people are seen having what
appears to be a conversation. One of the two might say that it uas'a
, two-way conversation. The other may not.~ The relationship. might ‘seem
" symmetrical to the first but mot the second. This kind of problem N,
is@ost bothersome when the people in the system are different in
terms of status, power confidence, knowledge and so on. The problen
is tﬁ‘t there are more than one kind of relationship, at the sane
time. There does not seem to be any quick"way around this kind of
difficulty, at least when the relationship is spproached in terms of

communication between peopIe. '

In other situations, the problem is clearly with the opera-
tionglization. One study, for example, dealt with "proble-s" in the.
day-to-day working of a group of etlisted men, The question asked .
"who they went to to get it taken care of." The investigators expected
a situstion completely different from the one tbey observed 1n the
dstgl When the respondents” were questioned, it was clesr that they hsd
a completely different interpretstion of the question from the one, the
investigators thought was the only possible interpretation. Becapse'
of this mix-up, the investigator& were sctually measuring a relation-
ship not at all like the one they had in mind. These are some of the

difficulties encountered in the area, of 3ynnetry.

%4
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- than a two-way process of sharing, this is.a one-way flow of infoma- . '
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cﬂsaion to a set.of methods that is being used in studies of communi- {
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Agtuai Instrumentation Considerations s

We have already seen a very simple example of the kind of
questions that might he’uaed to gather network data. In that example
and in the discussion that followed it, it may have seemed that there
was an ﬁQplicit.asaumption'that network data are gathered from people
by asking them questions or giving them printed questionnaires to fill
out. Although this has been the method used most often, it is not
the only way. In the collection of data in rural villages in less

developed areas, face-to-face interviews will have to be used instead

~‘of less peraonal questionnaires., Sometimes even this nethod will not

work and the investigator, will be forced to get information from
"key-informants" -- people in the ™ system who know what goes on. In
other situations, other methods will have to be’ used. For exanple,
network study was done on a long-deceaaed seventeenth century New
England village, vhere the data on friendship patterns was gat ered )
from court and church records. While these other methods are the only
8 that produce useful data in some situations, they will not be
discussed extensively here. Instead, we will devote most of the-di-4 <

cation networks in-large-scale organizational studies. When the dif-
ferences between theae fairiy atructured settings and the conditions

of the particular aystem under investigation are recognized, appropriate
neaaurenent techniques should not be too difficult to develop.

In the typical organizational setting it is possible to- ‘ ' e
assemble large numbers of people who can work eaatly with paper-and- ) ‘
pencil instrunents. In¢ this kind of aituation, it may only take a few
hours to collect. the data qun a system haying several hundred members,
1¥f everything goes well. ' -

. There are two basic kinds of isaues that have to be faced when
deaigntng instruments for use in these settings. The first concerns
the tranalation of the conceptualized relationship into operational
terms. The second concerns some practical considerations and formatting
of the inatrunent. R

N . -
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1. Scaling ~ . T )
Once the codtent area has been laid out and the general ’
- format of the questions has been decided upon, the scaling of responses ' - -
‘has to be considered. The requirel'nt is a fairly reliable, single
I value that varies asa.ratio of the: strength of the relationship. ‘
-We discussed briefly a very simple approach to this in the .
beginning of this section. The problem witl'\‘ that simple instrument is |
that it ignores the difference between very important exchanges and ' }
, : 'very unimportant ones. It might be assumed that a frequent unimportant N
relationship is as strong as a less frequent, but more important, one. N
In this case, respondents might be asked to indicate how important the . ' A
relationship is, in‘addition to how often it is used. The two.numbers ‘ ot ﬂ
would then be combined into a single indicator of the strength of the # |
. . ‘ C
. _ . Telationship. The example below showskhow this might be done.
' ’ Please indicate by circling the appropriate numbers < »
which people you talk to, how often you tqik to -
them, and how important the interaction usually is. . ’
Use the coding system shown hefe. - )
¢ FREQUENCY IMPORTANCE -~
1 = once/month 1 = glightly inportant '
2 = once/week 2 = moderately important
3 = once/day 3 = very important .
-4 =-deveral times/day 4, = crugjal to Burvival o -
. "
— e
NAME FRESUENC‘I - IMPORTANCE
John Jones 1 2 3 4 1 2 3 4~
~ . | Emily\Stuart ‘1 2 3 4 1 2 3 4
g Tony Mann 1;,2 34 |-1 2 3 4
.q' Belinda Humm L, 172 3 4 | 1 2 3 4 :
Mark Smith 1 2 3 4 | 1 2 3 4 :
L = &
It is necessary to combine the frequency and importance
scales to get a single number. To do this, we would form a matrix
where the rows are for the values of frequency and the columng are " -
for importance, as shown belod. We would then decide which entries -

* have the highest and lowest values. Obviously, these would be the

" ® i ' s . e . '
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top right entry and the bottom left
. one in the example. ' )
o The next step 1is to assign
the intennediate vaiues. This is
~more difficult. For emple, how

| Several/d " does the top left entry co;npa_re

 Once/day ‘ -
Once/week . _with the bottom right one? -What

Once/month 7. ? about ‘other entrieb? If the ‘values

FREQUENCY

t

’ PN T ) sbown here are acceptable the/two
o scales can simply be nmltiplied together to give the final results.
7 ~In this e.xample w\formed the strength indicator by taking the pr uct
of the original scales, In other cases, we would use a linear comkii/tion

i j, o o « instead. For. example, say we had separate

P

¥ 12 [16 |- scales for face~to-—face and telephone inter-
: 2r 2"’ . actions, as showm below. We might decide that
! 31 4 face-to-face intem ions zfi't twice a8 inpor-

2 3 4

~“tant as telephone interac 8 because off the

The Matrix with Values additional’ non-verbal infQrmation that is

p Filled in transmittéd “in the face-to-face interactions.

T ’ Then wéDwoulcf use this fomla for galcuhting '
the final strength indf¢ator: Strength = Z*Face-to-race + Telephone.

Pleaee inaic;te h/ow much’ time yoy~fpend talking
to each person in aw.average wéek (in ninutee ®
B Lo -

>

“"NAME T -FACE-~TO-FACE * THLEPRONE .
Robert ’ .
Jamesg - ' J

Annie ~— s

Frank e .
* Susan

- - w ?
N s . Ay

\j
.. The important point here is that a sﬁg’le ratio—level indi~
cator (or an apﬁroxim'&ion of fone) must be available ds an index of .
the strength of the relation ip.~ A,lot of troubie can be saved by
a0
~ . N
- ‘/ .'
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constructing instruments so that they can be easily coded to give
ratio-level data. 1f this is not dpne, the data must be transformed ~
to give ratio data at the time of analysis, if that iq‘pbsslble.

oy . . § -~
.é °

2. Other instrumentation Considerations

4

o In the discussions‘above we have seen several examples of
instruments thpt“ight be uce&.to collect network data. They are

- all variations of the same basic design. ,Some‘;y;es seem to work ‘
better than others in different situations. Fo; extnplé, there are
two ways of getting the respondent. to provide the names of the people
he or she is linked to. The %irs; Wworks well when there.are less
than about two or three hundred people in the organization. With this

method, a list of all the people is provided and the re8pondent‘simply

2

P

fills in the appropriate hpota;pn the instrument. An example of this

Fa

type is shown in "A" below. ' p -
How often do you interact In the column on the left,
with the people named here? please write the names of
' ' Please indicate the appro- - people you talk to. In the
xinate number of interac- . other columns please indicate
. -tions per week for both . how many times you talk to
job-related .conversations these people in a typical

Land_other conversations. week. Do this for bo ob-
; related conversatio ;>
: ather conversations. .
4 . - L . ”
, NAME JOB-RELATED OTHER NAME JOB-RELATED OTHER
, ‘| Sam - ' e
Mary
Bill
A : o “':\'u - ’B

¢ ”

In the first fgpe, the reapbndént only has to recognize the
% name of the person he or she is linked to. In the second type, as
. shown'iq B, the resggndent is asked to'recall the names. The second
type is appropriate for very latge organizations, where it would be
impractical to provide a list of all the names because of the length

. ) NN . 4*3
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of such a list, or for sysiems,where all the names of relevant
people are not known. | -
There is likely to be a difference in the number of con-
,jSpecifically, since

it 1is easier to recognize a name on a list than to recall a name from

tacts reported on the two types of instruments.

memory because the list of namés serves as a prompter, there are
generally more, contacts” reported with the first method than with the
'second (Farace, personal communication, November 1975).

A second way in which instruments may vary is in the method
of coding the strength:of interactions. A variety of approaches have
been used here: (a) interaction frequency may be coded into cate-
gories as shown in "A" below; (b) interaction frequencies may be (
coded directly, as shown in "B'"; (c) interaction duration may be
coded into categories, as shown in "C"; or (d) interaction duration

may be coded directly, as shown in "D".

W

>
»
——— ey ——

- FREQUENCY - DURATION
1, Once/month 1. Less than 5 mins'
2. Once/vweek How many 2. Less than 10 mins. How much
times in - time in
3. Once/day the last 3. Less than 20 mins. the last
4, Several/day week? 4. Less than 30 mins. veek?
g, 5. More than 30 mins. .
A B ) ’ C ) D,

A

From,a theoretical ﬁerspectivé, it would seem that the
method shown’in "D" above would provide the‘ﬂbst'$alid information.’
However, it is harder to estimate durations of iq;erapt}éns than
frequencies of interactions, as in "A" and "B", and it is harder to
estimate precise numyffs than simple ﬁ:ﬁﬁ‘ﬁiﬁes’ as in "A" and "C".
Thus, the method shown in "A" is probably the easiest for subjects to
use, while the one in "D" provides the best information. Again, there
have been no empirical, studies- comparing the alternative methods. -

' When several congtent areas are to be used at once, it ié”not
necessary to have‘a separate instrument for each one. Instead, they
can be combined 1npo‘a single form, ,with multiple columns for thé

‘Sﬂw
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different content areas. An example of this is shown below, where
~

three separate content areas are being measured at once, In analysis, -

" these w‘ll be treated as three separate networks which might later be
compared and examined for similarities or differences.

.
Please indicate how often you talk to the following

people apout each of the three topic areas. Use
this system for coding your responses:

1 = once/month L.

2 = once/week -
3 = once/day

4 = geveral times/day

PRODUCTION: "
GETTING MY N§3“233§§°g§ SOCIAL RELATIONS:
NAME- JOB DONE, WAYS OF DOING INFORMAL FRIENDSHIP
DAY~TO~DAY . THINGS CONVERSATIONS, ETC.
. MATTERS - )

Harry ,

Timothy -

| Maude ° . B

Jenny

Donald . ' N

Michael"

A

An Alternate Operationalization of Stremgth

Throughout the discussion of relationships we have been
using "amount of communication" or "fré&uency of communication" as an
operationalization of the "strength" of the relationship between a
pair of people. The frequency with which this operational défiﬁit%on
of: relationship strepgth is used by investigators in the field is
very high. The only significant deviation from this course that is
used fairly often involves importahce information as well. There have
been: no studies published using any other operational definition. The
reason for‘this is probably simple inertia. People are used to these
measures. These measures appear ‘to be straightforward. They are
easily "interpreted" to clients who use network analysis as diagnostic

tools to monitor communication networks in their organizations.

' .

N~

°




114"

- 3 . /e Yy . N »
However, these may not }e the best possible measures to Use

for our present purposes, which are to gain a better undérstanding'bf
how complex systems work. A posesible al§g£native operationalizatiqn
bypasses a step in the chain of-assumptioqé{?ade with the "ctandard? .
approach. In the standard approach, it is assumed that the more a
pair of individuals interact, the stronéer is’ the relatiomship. Tn
the alternative approach, people would be asked directly how tr;ng
the relationship is. The instrument might look like this: .

Please inditate which of the following people
influence you as you complete your day-to-day
job activities. Use the following scale to
show how much influence each person has on you.

Q@ = no influence at all
§T’= slight influence -
2 = moderate influence
3 = gtrong influence
~ 4 = total control

Anr alternative scale would be::

Use a scale of one to ten, where one is very
slight influence and ten is total control. >

This method .bypasses ghe intermediate step of translating
communication frequency into relationship strength. For this reason
it seems to give a more ﬁirect measurement of strength. However,
there are problems. Firsta,it would seem to De more difficult for
respondents to think in terms of the reiatively abstract "influence"
than the more concreté "How many times do you talk?" - This has not
been tested as yet, so the validity of this objection is in doiibt.

: .’ The second problem is that neither of the coding systems suggeatéd
above is known to be a ratioélevefAingggator. Of the two, the second
woulg seem to be a beiter bet fo;lh valid ratio-level indicator, ypf\
this has not been tested. Howeve;, the fstaggard" inéicators have

not been validated empirically either, so we are on no less firm

ground with the new approach.
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We are therefore faced with a trade-off: thé'staﬂdata
approach is familiar and easily used in a consulting ftameéork, while
the new approach is more direct and more useful in a theoretical
ftamewétk,'-Pethaps it would become more useful in a consulting frame-
work if the clients could be educated about its benefitsg and inter-
pretations. This will not happen, however, until it is empirically -
tested and found to be both useful and valid.

. . w
Diaties: An Alternative to Recall Methods _;ﬁ/

The "standard" instruments discussed abgve all ask respond-
ents to either recall how often they talked in some past period or in
a typical period. An alternative to recall techniques is the "diary"
technique (Conrath, 197ID With this method, respondents catry a card

on which they record each intetaction after it takes place. Ptoponenqs

’ of this method claim that it produces more accurate data than tecall‘!
techniques, although this claim has nevex been tested empirically. }
In one preliminary comparison, however, in which the two methods were
compared for the nunbet of links, the difference between the two i
methods was less than five percent (Goldhaber, personal conmnnicatiom,
0ctobet{1975) ‘One important difference is this: if tespondents
indicate the time at which each int;taction takes plade, actual in-
formation flows can be monitored as they spread through the system.

) Both of these points are valid and important. The reason
diary techniques are not used more often is their obtrusiveness. 5
Imagine having to carry a card around and having to write down every,
significant interaction. In a recent study conducted in a Canadianl
hospital, doctors and other staff refused to cooperate with the f
investigators, claiming that it wasn't possible to be bothered withg
the loggipg procedure after each interaction (Goldhaber, personal f
communication, 19;5), !

The trade-off is thus that, although the diary should in !
ptinCiple produce bettet results} it is much more obtrusive. Ne '

thus have énothet situation where something like the Heisenbetg i
‘Uncertainty Principle physics seems to work in a social scientiff

|
|
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getting: the more,atcurate the measurement device, the more obtru-
sive the measurement process. ‘At the present point it is not ‘clear
uh?te the 'best ccmbination of accuracy vs. obttusiveness will be.
Until some empirical information comparing the two methods is coil
lected, it will not be possiblé‘to ‘'say one method is superior to the
other. . ' ) .

The analytic. method_pxesented in the next chapter is compa-
tidle with &fch of the types of data, since diary data can be eanily
converted into the format of "standard" network data.

Vi

~ .
Higher Levels in Communication Networks

The(data collection methods we h#ve-bgen dggcribing all
work at the same level of analysis -- the inqividual person. This

+ . 1s the appropriate level for the first time through the GASSICS loop.

When the first GASSICS cycle is completed, it may be necessary to
move up to the next level. 'In this case, nodes will be groups of
people, rather than individual peraons:,uThe cbllection of relational
data from groups is problematic. '

The task of this phasé of the GASSICS cycle is to determine
the relationships among the groups, i.e., "Which _groups are related
‘to one another?" and 'What are the characteristics of these relation-

ships?" OUne approach that has been used to answer the first question -

is to look for links between nodes that are members of different
groups. There are problems with this method. »

(1) How are links between individuals 'who happy to be
members of different groups distinguished from links
between groups? If the arguments suggested by Simon
(1973) are accepted, relationships between groups
will not*be the same as relationships between
individuals. ) .

(2) How is the strength of the relationship estimated?

‘. There are usually multiple links betweef the members
of one group and the members of other‘gtoups. Is
the strength of the }ink between two groups the sum

-+ of the strengths of the links between members of one
and members of the other? Do multiple links imply a
strongér relationship than a single 1ink?

=
o0
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" (3) How. are indirect links treated? Do links through

liaisons or others count? How are they combined \
*with direct links? ‘

\It seems more appropriate to rétreat to the conceptual defi-
nition of "link" and construct a new operational pRpcedure for detect~
ing links between groups than to bend the procedures used at the lower
level of analysis. Thus, links are indicators of relationships. A
link betweeén groups would inddcate that the groups are related to
one another -- that they are constrained or influenced by the relation-
_ship. Therefore, it is not enough to say that one member of Group A
is related to one member of Group B('\Ehis impltes only that one
member is related ‘to the other. -It says nothiug about the groups.

If those two members happen to be very influential in their
respective groups, the link between them night be 8 link between
their groups after all. But this question camnot be ansvered with
the standard type of network data that are usually gathered.

If the data are collected in a way that allows influence
patterns, or perhaps information flows to be traced, it may ba pos-
sible to distinguisp between the links we are interested in and the
ones we wish to ignore.

An alternative approach would be to go back to the system
and ask the members of groups who (or which groups) they think in-
'fluences their group. Ef'.' ! v

’

It may vety well be that group interactions take the form
of exchanges of materials instead of exchanges of information. This
would require a different type of measurement altogether. . .

T Like the issue of transitivity, the issue of what consti-
tutes a link between two groups is a question which needs to be
answered before progress in that direction can be made. The solution
to the problem will be deferred to another time.'

\ !
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CHAPTER SEVEN e

. STEP TWO OF THE GASSICS PROCEDURE:
. . THE MEASUREMENT OF STRUCTURING

Chapter -Six dealt with a method for collecting data from °

members of conplex systems. The specific example developed there
was communication systems. This chapter develops to/}etetistics
needed for “the test of deviation from randommess which constitutes ]
the second step in the GASSICS cycle.

ri Rather than starting right off with a set of a prior
notions about structure,“we are adopting a more "empirical" app‘h.
Later in the chapter we will build upon the very simple nodel of
structure as deviation from randomness in order to see what the sodel
implies with regard to gtructure at the whole-system levél. To do ’n
this ve will need to use the logic of alternative deoeriptions to
nove from the microscopic level of analysis at which ehe model is
stated to a more nacrolcopic level, vhere we can see more clearly
the impligations of the model on the whole system. When we have done

.this we will have -a set of -structural characteristics we can use to
‘direct our investigations into conplex systems ‘where we have informa-

tion about the interactions of the parts. In additjon to seeing how
shoqld look, we will see what to ‘look for.

. In the next section we will develop the étatistical tools

we need to move frop the microscopic level of the raw data to the

. ‘macroscopic level of system structure. There will be.several steps

.along the way. First we uill exanine the idea of interdependence,
applying it to comnunication relationships as an example.. We will
show how .this move logically leads to'the selection of a perticuler
approach to the quantification of structure. The second step will be
to work through :he model for random aystens. This will provide the

.baseline from which we measure eviatiohsf~which allows us to neaeute

structure in the same terms we.udeg to define it. We will base the

- ) ~ .
+ . ' . -
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v . random model on the assumpt’ion of zero constraint. In thiscrandom
system there is no pattern t: the set of interrelationships among the 1
parts. Any pair of parts (nodes) is as likely to be connected as any »
other pair. We will take this initial statement through a transforma- - .
] ~tion of alternative descriptions to a systemrlevel statement of
"random'" structure. The third step-will be to work through thehodel
againy this time using observed values instead of values predicted
' by the assumption of randomness. The result will be- r systen-level
. description of observedPQstructure. Finally, the "observed" will be
y jcompared to the "expected" -- giving a measure of the deviation from
randomness -- which is how we defined structure.

[

Preliminary Discussion

Before we begin the operational discussion, it is appro-
priate to clarify a few points. First, we. are dealing specifically
with relationships between elements in’the system, At this ievel of
analysis, we are not interested in the microscopic issues, such as
"ls there a relationship or not?" Second, in this preliminary model
we found it necessary.to make some simplifications. For example, in
the statistics that follow, we have reduced relationshipofto binary
all-or-none occurences. This was done at the expense of a partiEI/

- _lo 8 of information, in order to keep'the complexity of the statistics
tg a level that was manhgeagle. In principle, however, the same ideas
could be used for continuous data. There are problems,. both with the
use of binary versus continuous data' and with transitivity assump-
tions that have not been worked out at this time. ) ]

' Third, we have adopted a terminology that preserves the °
» distinctions made in the preceding\chapter between relationships in

\the system and links as indicators of those relatipnships between

the gystem itself and the network of links, and between an element

in the system and a/node in the network. ;

Although the discussion throughout the chapter is couched
in terms of }inks _between fiodes which are members of networks, the
fact that the same terwuy have been used to désc/ib omnmnication

- r ‘
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networks should in no wvay be iq;erpreted to mean ths; the eq:iiions
developed here are specific to social networks. The equations them-
» (' -
selves are general, and can,_in principle, be used at any level of
analysis in any systea for which,tpe proper }elationnl data are
~ " " . "

available. . :

Ouy final goal is a set of measures with which we may

operationally. determine how mucﬁ‘stguctu;ing there is at the vhole-

system level. After we have derived the appropriate equations, we .

will show by use of some exambles how this measure is related.to the
amount of organization in a“few simple systems.’ In a discussion at
the end of the section we will suggest some implications this approach
has for the question we asked earlier: "What should we look for?"

OPERATTONALIZATION . | ' S
Let us begin with a system composed of N elements vith L '
. links distributed among_the elements in some way. Each 1ink indicates

\

that a certain pair of elements is connected by some kind 6f functional)
reIationsﬁip, ‘the exact nature of which is not immediately importamt °
.here. Let us asgume ‘that the number of links, L, is less than the
total number possible, which is L _S!.ll . This implies that
nodes, on the average; will have lese than the maximum possible
number of 1inks to other nodes xhat xhey could have,- i.e., the
systen's density (or connectiveness), expressed as the ratio of the
observed number of links d ided by the maximum ;\bsible, is less
than 1.0. . .
§ystem Density-(conmjftiveness) - ﬁ?%%§f/{ ;, :, (Ed. #1)
If, the links are randomly ;ssigned to nodes, witéout dupli-J
‘cation or reflexive links, :he average number 6% links per node will
\~\~*_be 2L . Since there are alvays exactly N-1 pqscible alternatives for
.each node to have links with, there is some freedom in terms of where
the links will actually be. For example, if there are ll”nodes
and 22 links, there will be; on tle average, four links for eacﬁ‘node;

) N 4 . . PRI ]
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(It takes two nodes for each link.) For each nodeT}hete'ate 10 other
nodes that could be connected to with links. ’

Now, if our network is truly random, we will have no e as
"to vhere those links will be They will distribute normally acvoss
the entire network. Barnett (1973) showed that in such a network

there is no differentiation of the system into parts. The réelation-

ships between individual elements will be iﬁdependent of one another.
That is, even if we‘know.whete some of the links are — ;f, for :
.exahmple, we know that B is linked to A and C -- we can.say nothing
about where the othet links are; in other words, we cannot tell if A
is linked to C. This example is shown in Figure 1. '

' On'theé other hand, if the network is structured, the rela-
tionships between pairs of nodes will not be independent of omne
another. In othet words, in a structured network, the links will be
at least pattially intetdependent. We would.like to be able to
measute the amount of intetdependence. But how can we do this, when
the only infotmation we'have 1s who is linked to who?

The logic of alternative descriptiens in complex systuﬂ?
tells us that if we focus our attention on individual nodes or links
we will not be able to see‘the kind of interdependence we are interested
in here. We need some way of looking at larger sets than individuals,
since interdependence requires more than one unit. In fact, since we
are interested in the intetde#gﬁkence.of links, we need to look at
sets that are large enough to include at least two links.//lhé smallest
set of nodes that will include two links has three members. But how

‘ does this help us? How can we tell if any pair ‘of links ar® inter-
dependent? With the data we have, we caghot. If all we know is/that
A is linked to B, we can say nothing about possible links from A or
B to some othet node, say C. C could be any other node in the system.
Thete is no reason why we would or would not expect a link td C.

However, if we expand our set to include three links, we do
. /
much better. If both A and B are linked to C, we can look a;/fge
possibility of a link from Q to B. tIf A, B, and C all have to- coordi-

nate their activities for some reason, we would expect a link from A

- ’
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CONSTRAINT AND THE ORGANIZATION OF LINKS
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If we expect X to have some number of
links, say 2, but know there-is no
-constraint, the links could be anywhere.
Furthermore, we have no clues about
links between other nodes to which X
might be linked -- for example, B and C.

Even if we know that X'is linked to B
-and C, we can only guess about whether

or not B is linked to C, since the links {
are all independent of one ‘another.

is, if they fit together in some sort

of pattem, we are in a better position

to predict what will happen. In this .

example, we might find that if X is linked
b ' to both B and C, the probability of B L,

. @ v having a link with C is twice as high as
' it would be if X did not have those links. '.

e ~ | I8 the links are not independent’, that
(©)
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to B. 1If, however, A and B are independent of one another, ve vould

not expect them to be linked any more than the probabilities would .

predict for any pair-of randomly selected‘nodea. Here we have.a way ‘ .
of telling how much interdependence there is —— by counting the.

number of occurences of sets of three nodes with three links. We

can calculate the number of these "triangles" we would expect by

chance. alone (that is, in a‘random network), and compare this *
"expécted" number to the number we actually observe. If we observe

more or less than expected, we can infer the exihtence of some struc-
turing “force" which operates at the levei.of the whole system. Why
else would people organize tﬁenqelves in such a way as to maximize

or minimize the number of triangles? | ’

"Triangles" and Constraint o -
> Let us explore the concept of "triangles" a bit more before
we take up the statistics of the situatiom. It is probably not yet
clear why the number of'trianglee is related to structuring. Let us
“y see what the nodes in a network have td do in order to "ma‘ " triangles.
In order for there to be a triangle, a node must interact with other"
nodes which themselves interact with each -oth r. If the original - - \ -
node interacts with only a few of these tightly interconnected nodea,
.and "wastea" the rest of its links interdéting with nodes that are not |
linked to the tightly connected group, the number of triangLes there N ‘
" can be is reduced. This is shown in Figure 2, where A has the maximum
.number of triangles that is possible, given that it has four ‘1inks.
Node B, however, has divided its links among ‘two sets of nodes which
themselves are nof:sonneeted. As a result of this, it hdh\onLy two
triangles -- one-third of the maximum for a node with féur links.
Node C is an even more extreme case -- here the links are spread in

\ ",

N such a way that there are no triangles vhatsoever.
The point to be understood from all this is that in order to

maximize the number of triangles, links must be between nodes which g
already have a large number of mutual contacts. There will be groups, '

each of which is conpoaed of a set of nodes, vhich, to a large extent,
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confine their interactions to other members of the game group. There
" will be very few links between these grodps, because{this would lower
the number of triangles that could bé formed. Thé groups will be
arranged in a very peculiar way — in general, the number of meémbers
in each group will be equal to roughly the nunber of links had by
each mznber of the groip. In addition, all the nodes in each group

{

will tend to have the same number or very close to the same 22::er of

, links. In other words, each member in a group having eight
will be likely to have seven links. Nodes with three links will be
grouped in sets of four, and 80 on. An example of such a network is

ers

‘showg in Figure 3, ‘
i The highly structured petwork shown in Figure 3 can be con-
trasted with one in which the numhet of trianglés is minimized. In
. this kind of situatiof, nodes do not have links with other nodes which
are linked to each other. There will be no differentiation into
_ groups because this ds what raises the number of triangles. An -
example of this sgituation ia shown in Figure- 4. .-
The following exercise will kelp to make the preceding

diacuasion clear.

LY

*-
"-¢Construct a nmetwork of about 10 or 12 nodes. Put
" in enough links to give a comnectiveness of about
0.25. Use a random number table to assign the
Iinks ‘to pairs of nodes) ‘by drawing pairs of ran-
dom numbers and connecting the nodes indicated by
the numbers. - Don't duplitate any links and don't
link any nodes to themselves. .Count a link from
A‘so B the same as one from B to A. Examine the
overall network obtained. g; is not likely to
show any patterning or differentiation into groups.
W, repeat the process, except add the rule that
allows only even-numbered nodes to have links to
. other even-numbered nodes, and only odd-numbered
nodes to have links to other odd-nunbered nodes.
Now, count the number of ttiangles in each network.
There should be more in the second than in the
first. If the process is repeated again, dividing
the ‘entire set into three or four subgrpups, the
results are even more striking.

»”
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Figure 4

o - MINIMIZING THE NUMBER OF TRIANGLES
. WITH GROUP STRUCTURE
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\ ape,‘untii ve reach a maximum where fufther increases in constraint are

RPN
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The more constraints that ar; imposed on tLe set of inter-

actions amoné the members of the system, the more triangles there X

'
.

no longer possgible. : <
Thus, the number of -triangles is directly related to the .

amount of consiiaint and, therefore, iﬁe amount of structuring in the

network. All of ‘these three are prbportioﬂil to the amount of dif-
ferentidtion of .the .system. ' .
e Obviously, the nqmbei of triangles is a very powerful descrip-

tor of the network. But this is'only true if all networks are the same
size and have the same number ofilinks. :
into the form of a standardized metric, by expressing it as a fraction
of the maximtm number of triangles possible, given the size and den;ity
of the nétwork. In édditlon, we will need to be'able to calculate

the number of triangles we would expect iﬂ-a‘random network, for use

as the baseliﬁe from which we will méasgre deviations.

It remains to put this‘ measure

The Expected Number of &riaqglés: The Random Model
The derivation for the expected nunber of triangles in a '
random network is as follows., !
Given any link, say from A to B, there are N-2 possible
triangles involving this original link because there are N-2 ofgbr
nodes which are all candidates for the third\Ver;ex of the triangle. *

-For. any particular chosen pair of nodes, the probability of there :

2L
being a link connecting the pair is ——/—— N(N ) °

There are L “"original" links, and if we eliminate duplica-
tions invdlving permutations of order we get a total expected number
of triangleq of. : '

vhich equals the ‘system
densiCy.

. "4 L3(N=2)
= (-2) (N(N 1)) (3)

'Q(N(N-l»z'

or, in Parapetric form, using syséem density, C, as a scalT;factor:

(Eq. #2a)

L :
T, = (%2) () c2 ) (Eq. #\zm

EY

¢




This ‘'number will be seen to be equal to the maximum number of tri; gles

possible whenever L is at its maxifium of Lmax' This maximum numbe of !

triangles is given by: " | . ! . p
P LMEEDGE) ,L) S
max 6 ' |

.0
L4

In addition, the ratio hetween T, and Tm;x 1s related to system den-
8ity,.C, as: o o ) -
- . . . L' \
T (N-2)(3) ¢ L.
e 3 2L _ RE! (Eq. #4)

T oax N(N-é N-2)  N(N-1) g

- . A

Variance in the Distribution.of Links :
These calculations vere based on only ‘two parameters =—- Es '
the number of links and ‘N, the number of nodes. If the network is
totally random, the links will distribute normally across the entiire
network. This means that we; could-examine the distribution of links
across nodes and would expect that this distribution would also bé\\\
normal. Let 2 be the number of links with node i. In general the. . N
li's must satisfy the equation 22 = 2L, where L is the total number )
of (bidirectional) links. Also, no 2 -may be greater than N—l or less v

- than zero. Since there -are N nodes, the mean of the, 2 's, 2 must be -
%E . It, too, has a maximum value of N-1.~ ) v

4

In the totally random network, the probability of any parti-

2L. ; : Y .
cuynr link is NG-D) This can be derived either by dividing thg \ ;
number of links observed by the total number possible, or by dividing

- H
£ by the maximum number for each node.

Since each node has N-1 chances to have links, with

. ~
p= N(gfl) C, the binomial expansion gives the mean, %, of T

= LNI)-g_I:.
np i?éiii‘ N whigh agrees with the value derived abovz.

The expected variance would be npq = 82 = np(1~p), again by the bi- e

-nonial expansion. This is: \ - .

-

\ N(N-1)-2L, _ 2L __(N(N- -1)=2L) -~ .
: = D) Gy CReD ) TR GD N
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L and N.

- expectedly uniform numbers of links, compared to what is expected by

" possible ‘to "partial out" the effect of differént zi s by taking the
. rollawing approach. For ev;ry triangle it is a part of, a node must

_byfcrder pernutetions, we get.

- ‘ 130
Figure 5a shows a plot of tlie expected variance against L‘ for dif-
ferent values of&N. Figure 5b shows a general plot of 82 against

! . 3
The F test can be used to compare an observed S2 to the
expect;a value of Si. The observed veiue, sg, is calcu tedias: ’ .
1.5, _ 32 12,2 - L )2

2 o £ - .
o TNt oDt er 1 N 4 (Eq. #6)

¢ -
Tbeiﬁegreel of freedom are N-1 ;Ld N-1. Figure 6 ehows a general plot ) h
of 82 egainat C and N with significance regions for p<.05 and p<.01’
' A significant deviation from 82 means that the diatribution
or li's differs from what 1is expected by chance. This would mean
that either some nodes have a disprnportionately large-nnnber of the

links, compared to the rést of thé nodes, or that the nodes have un- ¢

chance. in general, Sz's higher than S2 will lead to inflated measures

of structure, while values lover than sg will tend to be biased in the
‘opposite direction.. This is, illustrated in Figure 7, In these cases,

we would use measures for Te which have been corrected for the parti- -

cular distribution of &i's. These neneuree are discusped in the
E . . '

i

following paragraphs. .
gy -

Correcting T, for the Effects of &1 ,

-

-

I3

What if the distribution of li's 1s not normal? For example,
most of th:\linka could be concentrated in a small part of the network.
We would expect a different value of T if thisfwere the case. It is

have a pair of links. For a node with & links, there are &S%:ll such
pairs. - Summing across all nodes, we get the total number of these |
pairs: Total pairs = E(bi(z - 1)&"‘“f;ch of theee ‘pairs defines a
triangle when the third link 1s added. The probability of this third
link 15 equal to the probability of a link betweqn any given pair of

2L ’
nodes? or WO, Diwiding by three “to eliminate duplication canse§

-

»
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FIGURE 5a
8..0 :-\ {
: .
N
0. 100 200 300 . 400
L.
}
Plot of expected variance against number of 11nks for N's
(number of nodes) of 16, 20, 25, and 28,
- . N
FIGURE 5b '
v !
1/4MN-1) f-== ==~ ==
’ - |
L 3/16(N-1) | . ; o
2 - ¢ - l ~
1/8(N-1) } :
| t -
1/16(N-1) } ! .
y 1 L \\ i ! .
0 . . s .
- _N(N-1) _N(N-1) IN(N-1) N(N-1)
s T
(0) (.25) (.50) C(.75) . (1.0) [
c ' '

Generalized plot 7f expected variance against C. Note the maximum

value for Sg of®

1/4(N-1) at the pom\xwhere system density = C~ 0.50

(L=1/2 I—‘J—(-I;—l-)—) or half the maximum number of links.

-




Wedo

. ) mmN
in units of 1/4(N-1)

.

Generalized plot of S% in wnits of

C in units of
- 2L
{V -4

- FIGURE 6" -

I-‘Iil(ordina'ce) against system density,

C, in units of the observed number of links, L, expressed as proportion of
the manmnn of l(NzL) (abc1s‘ (Slgmflcance values for N==20 df=(19,19)).

R'eg‘ion A -

Region B

. Region C

Region D -

A

Region E -
B

Values of Sg in this region are not significantly different
from the expected value, p = 0.0S.

Values of Sg in this reglon are 51gmf1cantly hlgher than -
expected. p<0.05. N

L]

Values of Sg in this region are 51gnlf1cantly hlgher than
expected. - p<0.01.

“Vatues of Sg in this region are swniflcantly lower than
expected. p<0.05.

LY

@

Values of Sg in this reglon are 51gmf1cantly lower than
expected. p<0.01.
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, ' Figure 7
RELATION BETWEEN S2 AND
THE KXPECTED NUMBER OF TRIANGLES

. . Table la.
6789 |10 12{13]14

N i T ’
2 4 1. 2

S

/»z §

M
<
»

a‘&

In [a] is shown a nﬂ&k constructed b d;amng pairs of numbers from 2
random nutber table. The ¢.'s distribute approximately nommally, with S
close to SZ2. ‘' In this case, Lthe expected nunbe;~ of tr1ang1es Te, was close

to the obsgrved nunber of 4. w S;ﬁ@ ' )

The network shown in [b; was constructed frem e__Qne used .in [a] by re rrang- .
ing the ‘links so that S% would be ineressed. 4%hys, S§ does not equal Si. In
this case, the expected number of 'tnangle‘ . underestlmates the. true value -
of To = 14 ) \ e
The network shown %n [c] was copstructed from :9he one used in [a] 1n such a
way as.to reduce S§. In this x-s;e Toy 1) .

The relevant values are tabled above for e Y,
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SO e A (Eq. #7)

* 3N(N-1)

Fal . =~ b
for the expected number of triangles, after removing the effects of . [
£ . This value will approximate T "when distributes normally with

i i ‘ .
—-'L—-Z—, the oﬂrved variance, close to the expected value - - 3
2 ZL(N(N-'I)-ZLl H ,
of Se T TRGNVD v .
ANE
Maximum Limits to T and s? 5

L If L, the nunber of links, is some number less than the
maarimtm number possible, L max’ the number of triangles can be maxi-) o
mized if tEe links are constrained to a subset of the, total popula-/ °
tion of N nodes. This subset will maximize thH®number of triangles *
wilen its size, n, satisfies tnis equation: L = fh—l This value
is approximated byyn = v2L, for large L. The equation for the maximum
number of triangles for a network with L 1links then becomes: ' N

o, VZL(/2L - DL -2) ﬁ&:%i&-& (Eq. #8)

If the system density, C, is compared to the ratio between -
T ax» the total maximum possible number of triangles for a network of
8ize N with Lmax linkg --= J-N—_%)—(M , and Tm’ the following rela-
tionship is observed: ‘ P d
- 1.58 1.58

L T 2L I ’
cl+38 ) & n or ) s ~n(n-1) (n-2) cl-o8
, L oax T oax N(N-1) N{N-1) (N-2) -

This situation is illustratéd in Figure 8, where all the 1inks are con-

strained to a subset of the total population of nodes. Obviously, . )
'thi“s is a trivial maximum. Notice that under these conditions S2 '

for this particular N-and L will be given by the equation: g A

L}

a ) ‘—_2 ¢ -1)-g . .
Lt s2 e Z(liNZ) . B((n-1) zt)q?- + (N-n)22 (Eq. ‘;6 |

4
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\ <
/\ ., Figure 8
- MAXIMIZING THE NUMBER OF TRIANGLES
. - / BY REDUCING THE EFFE€TIVE N

- . . . ' - 1/\
~ ’ ) . ‘ h / )
- x
. C }
*N = Number of Nodes = 20 - L\ .
Lo = Number of Links Observed = 66 L_9—"= i‘g% = .346°
- . max
n=vyN-=12 -
N(N-1 : » T
L . = ‘_Z_L = 190 m 220
max - = = .193
) o S Tmax 1140 .
T = DDA g o .
v ' ‘ . (.346)1.98 = 193
T = 0@m1)(n-2) _ 220 : . )
m 6 » ’ .

*

~

There, are twemfy nodes, but the links are confined to a subset of only twelve.
@ The ratio of jobserved links to the maximum possible is .346. When raised to
- _the 1,58 power, this value is very close to the value of the yatio of maximum
number of triangles for any network having 66 1links to the maximum number of
triangles for' any network having twenty nodes. - ) T

it . ! . -
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" %.'s can also be/célculated giving an upper limit of T

. ‘than Tﬁ’ but it will never be less {han T, or T

limits are reathed only under conditions of maximum conscr[int., We

137

@

vhere Nris the number of nodes, n is approximately /ff, and 1 is the
mean of the 2i'8. ' ‘
The maximum number of triangles for a given distribution of

i in which )
the effects of the 2i's have been “partialled out" as they were for
Te.z% Let the humber of links with node 1 be li‘
part of a triangle it must have two links, forming twqsof the three
edges. For each pair of links with a given node, there is a single

posaible triangle. The maximum n‘gbér-of triangles for any single

For a node to be”?

" node with & links will then be equal to the number of paira of links

i
with that node, or &iﬁrii__ll

If we sum across all nodes and divide by three to eliminate
duplication, ve get: 5
/_‘_‘.-\——‘—/_‘ . '

1
Tm.z 3&2}(2i 1) _(Eq. #l?)

which is the maximum possible nmmber’of triangles, given the set of

N nodes and their £ 's. This number will equal T, T,, and T, , when ' |

i e.f
. - . ¢
every node has the maximum number of links pessible, which is N~1.

When the total number of links is less than Lmax’ Tm % will be less

e.l’

Relative Structure Measures . 4
1 We have defined upper limits for the numper of triangles}

given the number of links per node, and the number of nodes.: These

-~

P
a

have also shown how to compute® the expected number of trianglea,

) given conditions of-zero constraint and how to remove the effects of a

particular set of zi'é from the expected number of triangles."?e have
thus defined a range over which the number of triﬁngles can vary as
constraint varies. This fange is shown graphically in Figure 9.

Now, if we count the number of triangles in any ven network,

subtract the number exp¥cted by chance, ani,divide the reault by the

. difference between the maximum possible and the number eipe?ted we »°.°

will obtain a value that ranges from 0.0 to LQO where zero indicates ~;

x - -'(
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